
LegisTech: 

Artificial Intelligence in Parliaments

Washington DC, 10 October 2024

Monica Palmirani

CIRSFID ALMA AI
University of Bologna, Law Faculty

Co-chairs of LegalDocML TC – OASIS

President of IAAIL



Legislative Data Standards 

Conference

22 May 20213

H.E. Mr. Robert Reeves, Deputy Clerk, House of 
Representatives of the United States of America.



eLegal evolution

1990s 2000s 2010s 2020s 2030s

AI and Law

Logic programming – Symbolic AI

Semantic Web and Knowledge representation

ML, Classification, clustering, NLP, predict

Legal data analytics

Blockchain & Smart Contract



Hybrid AI for Legal Domain 
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Lawyer-readable
Human-readable

#AKN for “White box” approach in AI

Machine-readable



AI ACT 

AI in Legislative process could be considered High Risk

In case of use of Generative AI we should 

“Generative foundation models, like GPT, would have to 
comply with additional transparency requirements, like 
disclosing that the content was generated by AI, 
designing the model to prevent it from generating illegal 

content and publishing summaries of copyrighted data used 
for training.” EU Parliament, June 2023



Critical issues in legal 
domain

• Provenance of the legal sources

• Data/Platform sovereignty 

• Explicability, Transparency, Accountability 

• Bais, Discrimination, Risk assessment

• Parliamentary Autonomy 

• Separation of Power

• Integrity of democratic processes (e.g., rules of law)

• Free Mandate (e.g., not depending to the technology)

• Continuity of Power (e.g., blackout)





Weakness of LLM in Legal Domain

Structure: LLM works at sentence level/document level and 

this approach is not capable to understand the structure 

(e.g., sequence of articles)

Context: LLM loses the context (e.g., jurisdiction, temporal 

parameters)

Innovation: LLM depends to the past data series (e.g., new 

brilliant solution has no historical series)

Reference: ML does not consider the normative and juridical 

citations. The normative references evolve over time (e.g., 

art. 3 is not the same forever)

Time: the LLM is timeless and the legislation is integrated in 

the legal system

Critical issues in legal domain



Some scenarios using Akoma Ntoso

1. Suggest the relevant definitions according to 

title, topic, keywords (EUROVOC) 

2. Suggest the relevant normative 

references from an incomplete prompt (partial 

citation)

3. Similarity between different legal sources 

(PDL, Corte Costituzionale/ amendments, 

Regolamenti EU)

4. Use LLM for extracting the temporal 

modifications

5. Extraction of 

«obligations/mandates/exception» 

and formalization in AKN-XML and RDF

6. Model plain legislation in AKN-XML

7. Generate «preamble» and «definitions» using 

AKN



RAP – LLM #2

Prompt:

Topic: Give me relevant 

legislation about pesticide

Tempo: nel 2023

Giurisdizione: no Malta

FrameNet:

RAG

(LLM and Symbolic AI)

Explicabiliy using 

QA

FRAMENET
KG4AKN

AKN+RAG+Ontology+KG

Filtered results

Improvement of the prompt

LLM #1 

Query generation

SPARQL

Prompt:

Topic: Give me relevant 

legislatoin about pesticide

Tempo: nel 2024

Giurisdizione: no Malta, no 

Cipro

LLMLLM#3



Kindly thank you 
for your attention

Monica Palmirani – monica.palmirani@unibo.it
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