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• The citation curve of Transformers is a good proxy for illustrating the rapid 
evolution of the field and contextualizing key Legal NLP milestones

Legal-Focused NLP Growth (2017-2020) – Legal-BERT
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Citation Count of “Attention is All You Need”⏩ 2017-2020

• Jun 2017: Transformer paper
• Oct 2018: pre-training and fine-

tuning popularized by BERT
• Transformer variants (architectural 

modification, pre-training, and 
applications); e.g., GPT, BART, T5

• First legal pre-trained language 
models

• May 2020: GPT-3, a dense decoder-
only Transformer (175B parameters)

• Prompts and scaling laws
• Adaptation to new tasks based 

on the context provided in the 
prompt (in-context learning)

LEGAL-GPT-{1,2}
BillSum

LEGAL-BERT

GPT-3 Release

≈2,000 models 

https://disi-unibo-nlp.github.io/
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• The citation curve of Transformers is a good proxy for illustrating the rapid 
evolution of the field and contextualizing key Legal NLP milestones

Legal-Focused NLP Growth (2021-2022) – Legal Datasets 
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Citation Count of “Attention is All You Need”⏩ 2021-2022

• Jul 2021: Already 16 Transformer-
based models on data modalities 
other than text (e.g., vision, audio)

• Nov 2022: ChatGPT launch
§ The fastest growing web 

platform ever; 100M monthly 
active users in 2 months only

• LLMs started taking a center stage in 
Generative AI

• Mass popularization and innovation 
akin to the early days of iOS and 
Android apps

• Active release of legal corpora and 
multi-task datasets

Pile of Law: 256 GB of 
court cases, 
regulations etc. from 
different jurisdictions 

FairLex: focused on 
fairness in legal 
systems to study 
discrimination and 
biases in legal 
decisions

LexGLUE: suite for 
testing models on 
tasks such as legal doc 
classification, entity 
recognition and 
outcome prediction

LEGAL-GPT-{1,2}
BillSum

LEGAL-BERT

GPT-3 Release

LexGLUE

FairLex
Pile of Law

ChatGPT Release
New legal 
datasets and 
benchmarks

https://disi-unibo-nlp.github.io/


disi-unibo-nlp.github.io

• The citation curve of Transformers is a good proxy for illustrating the rapid 
evolution of the field and contextualizing key Legal NLP milestones

Legal-Focused NLP Growth (2023-2024) – Legal LLMs
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Citation Count of “Attention is All You Need”

>1,000,000 models 

LEGAL-BERT

LexGLUE

FairLex
Pile of Law

ChatGPT Release
GPT-4 Release

SaulLM

GPT-3 Release

LEGAL-GPT-{1,2}
BillSum

⏩ 2023-2024

• Feb 2023: Parameter-efficient Fine-
tuning (HuggingFace library)

• Mar 2023: GPT-4, 1.8T parameters
§ Emergent abilities

§ Foundation models: the same
model for many tasks and modalities

§ More focus on data quality
§ Language models on edge devices
§ Autonomous LLM agents and tools
§ Mixture-of-Experts and Transformer 

successors, e.g., Mamba, xLSTM
§ First legal LLMs with continuous pre-

training and instruction fine-tuning
§ SaulLM (March): USA, Europe
§ Romulus (September): French

Today

Romulus

September 26,
2024

https://disi-unibo-nlp.github.io/
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Legal Document Summarization
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• Context Limits: LLMs typically handle 4K to 16K input tokens (e.g., LLaMA-3), 
which restricts how much text they can consider at once.

• Lost in the Middle: LLMs, even with 100K token contexts (e.g., Claude-3), drop 
in QA [1] and summarization [2] performances with key info in long mid-input

• Fail to catch the different importance of local context in central sections - Vanishing attention 

LLMs Struggle with Long Legal Documents

NLP for Legal Domains with Small and Large Language Models in Low-resource Regimes - G. Moro 7

What’s the accuracy
in low resource regimes ?

How to avoid losing 
cross-chunk context?

Doc

Chunk 1

Chunk 2

Chunk 3

Know
ledge C

hunking

How to find the best 
segmentation ?

LLMs still need
Text Segmentation

Research Questions

https://disi-unibo-nlp.github.io/
https://aclanthology.org/2024.tacl-1.9.pdf
https://aclanthology.org/2024.acl-long.153.pdf
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LLMs Get Lost When The Context Becomes Too Long
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Know
ledge C

hunking

LLM performance decreases as the 
input context grows longer

U-shaped LLM performance curve as the location of 
relevant information in the input context varies

Source: Multi-document QA 
example from Liu et al. (2024)

https://disi-unibo-nlp.github.io/
https://aclanthology.org/2024.tacl-1.9.pdf
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Semantic Self-Segmentation for Abstractive Summarization 
of Long Documents in Low-Resource Regimes

NLP for Legal Domains with Small and Large Language Models in Low-resource Regimes - G. Moro 9

Moro G., Ragazzi L. AAAI 2022 GGS Ranking: A++

Resolve hardware issues by creating small inputs

Know
ledge C

hunking

Resolve data scarcity by transforming 1 
training instance in multiple ones

Semantically aggregate sentences into chunks 
of preferred min-max size, using LEGAL-BERT, 
based on available GPU memory capacity.

Chunk target labeling by assigning summary 
sentences to most similar chunk (with ROUGE-1)

Previous approaches were based on input truncation or 
section-based segmentation and not for legal domains
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Sentences Chunks
🏛 1st step: LEGAL-BERT trained with metric 
learning to identify if 2 sentences are in the same 
section, on a general-purpose text set

https://disi-unibo-nlp.github.io/
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Se3 – SOTA Results!
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Two legal datasets

...with a quadratic Transformer

Huge improvement!

52.46 vs. 23.92 of

ROUGE-2

Input size 8K tok per doc 1.6K tok per doc

Truncation-based

Segmentation-based

https://disi-unibo-nlp.github.io/
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Se3 – SOTA Results!
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Know
ledge C

hunking

...and with a linear Transformer?

Consistently higher for AustLII
despite the baseline input is longer

1.6K tok per doc8K tok per doc

https://disi-unibo-nlp.github.io/
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Se3 – SOTA Results!
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Know
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hunking

in data-scarcity scenario: 10, 100 samples

2x lower GPU RAM consumption w.r.t. LED’s 
4096 baseline

https://disi-unibo-nlp.github.io/
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Align-Then-Abstract Representation Learning for Low-
Resource Summarization
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Moro G., Ragazzi L. Neurocomputing 2023 Journal Ranking: Q1

Know
ledge C

hunking

Minimize cosine distance

ℒ!"##$ = −
1
%𝑌
'
%&'

($

log 𝑝 𝑦%|𝑦':%*', %𝑋

Cross-entropy loss

What about learning how to 
segment a document as well? ℒ+,-./

0 = 1 −
%𝑋1 0 %𝑌1
%𝑋1 %𝑌1

ℒ = ℒ+,-./
0 + ℒ!"##$

Multi-page
Document Predicted 

Summary

https://disi-unibo-nlp.github.io/
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Athena – Improvement over Se3
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Know
ledge C

hunking

“But few-shot performance may depend on the subset used for training…”

We obtain consistent scores regardless of the training subsets! 

We register better ROUGE scores w.r.t. Se3 in few-shot learning! 

Subsets

Dynamic size because Athena learns where to segment

https://disi-unibo-nlp.github.io/
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Question Answering
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According to the plaintiffs, what specific 
Fourth Amendment right did the TSA and 

DEA violate when they seized and 
confiscated their money without 
reasonable suspicion of crime?

https://disi-unibo-nlp.github.io/
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Enhancing Legal Question Answering with Data Generation 
and Knowledge Distillation from Large Language Models
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Italiani P.,  Ragazzi L., Moro G.

Know
ledge D

istillation

AI and Law Journal Ranking: Q1

A new distillation method for Legal 
Question Answering (LQA): 

1.A A frozen LLM (LLaMA-2-13B) 
produces artificial Question-Answer 
pairs from legal cases
1.B QA dataset refined adding
instances with wrong contexts to 
questions
2. Training a Student LM (Small LM) 
with this refined dataset

3. Inference: The SLM trained to 
answer questions can also directly 
evaluate the pertinence of the 
retrieved document and request to 
retriever a new one as needed. 
• SLMs when equipped with SGP 

improve retrieval performances by 
up to 9%

https://disi-unibo-nlp.github.io/
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Enhancing Legal Question Answering with Data Generation 
and Knowledge Distillation from Large Language Models
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Italiani P.,  Ragazzi L., Moro G.

Know
ledge D

istillation Fine-tuned SLMs outperform zero-shot LLMs on Syn-LeQA, both on syntactic (RG = avg. ROUGE-1\2\L, B = avg. 
BLEU-1\2\3\4) and semantic (BeS = BERT-Score, BaS-F1 = BLEU-aligned F1 Score) metrics, despite the 
substantial difference in resources required. 

SLMs equipped 
with SGP 
surpass LLMs 
with the same 
configuration on 
the retrieval 
scenario (R@1)

Our retrieval 
enhanced 
fine-tuned 
SLMs

Retrieval
enhanced
Zero-shot 
LLMs

Our generated 
synthetic dataset

AI and Law Journal Ranking: Q1
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Avg. response time in sec per 
question with Nvidia RTX 3090 

Bubble size 
corresponds to 
the number of 
parameters in 
each model

https://disi-unibo-nlp.github.io/
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Creation of new Italian & Multi-Lingual Legal Datasets and 
Benchmarks 
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Italian Constitution
Gazzetta Ufficiale
Procurement Code
Constitutional Court Decisions
Civil Code
Criminal Code
…

https://disi-unibo-nlp.github.io/
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COMMA: A Multi-Task and Multi-Lingual Dataset of 
Constitutional Court Verdicts

NLP for Legal Domains with Small and Large Language Models in Low-resource Regimes - G. Moro 19

Legal D
atasets and Benchm

arks

Ragazzi L., Frisoni G., Moro G., Italiani P., Molfetta L., Folin V.

Summarize 
verdicts into 
keyphrases 
and maxims

Classify 
verdicts into 
judgments 
(10 classes)

Transform 
the maxims 
into a set of 
keyphrases

Retrieve 
constitutional 
parameters 
for decisions

Generate 
decisions of 
the rulings

Classify 
verdicts into 
orders or 
judgments

Spanish French

Italian English

• Collecting +14,000 Italian verdicts from 1956 to 2022 by 
scraping, parsing and structuring the text data for 7 tasks

• Translated in 3 other languages
• Civil law system

Extension of “LAWSUIT: a LArge expert 
Written SUmmarization dataset of ITalian 
constitutional court verdicts”.
AI and Law, 2024.

• Google Translate 
• ChatGPT-3.5 
• NoLanguageLeftBehind
• Fine-tuned LegalT5
Back-translation to 
evaluate the best model

https://disi-unibo-nlp.github.io/
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COMMA: A Multi-Task and Multi-Lingual Dataset of 
Constitutional Court Verdicts
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Ragazzi L., Frisoni G., Moro G., Italiani P., Molfetta L., Folin V.

Legal D
atasets and Benchm

arks

https://disi-unibo-nlp.github.io/
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COMMA: A Multi-Task and Multi-Lingual Dataset of 
Constitutional Court Verdicts
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Ragazzi L., Frisoni G., Moro G., Italiani P., Molfetta L., Folin V.

Legal D
atasets and Benchm

arks

https://disi-unibo-nlp.github.io/
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Projects
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Artificial Intelligence for Public 
Administrations Connected

§ Developing AI solutions for Italian public services’ ecosystems: start-ups, SME, and 
larger firms of the gov tech sector

• Project awarded with the European Seal of Excellence

§ Scientific Research and Technologies on efficient Large Language Models, Deep 
Neural Networks, Graph Machine Learning and Generative AI

• For chatbots, document and data processing, data analytics, knowledge extraction and injection, 
information search, regulatory compliance, assistance in preparing legal acts 

• For fiscal analysis, fraud detection, financial prediction and planning
• For vehicular traffic analysis and predictions, AI for food and sustainable agriculture

§ Funded by the Italian Ministry of Enterprises & Made in Italy
• € 5,722,000; Approved in March 2023 – ends in April 2026

§ Consortium: Università Bocconi (coordinator), Istituto per la Finanza e l'Economia 
Locale, Università di Bologna, Università di Milano Bicocca, Maggioli Group, Tempo Srl

https://disi-unibo-nlp.github.io/
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Other Funded Projects on Legal Domains
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• 1x Research Scholarship (2023)
• Information Extraction on Legal 

Documents (LLMs and metrics)
• 1x PhD Scholarship (2024-2027)

• Knowledge-Enhanced NLP Methods 
and Application to Compliance Text 
Generation

• Create documents that are compliant 
with schemes and laws in force

• 2x PhD Scholarships (2023-2026; 2024-
2027)
• Knowledge-Enhanced Conversational 

Agents for the Procurement Code

• 4x PhD Scholarships (2020-2023; 2022-
2025; 2024-2027)
• Design and Development of Advanced AI 

Solutions on NLP and LLMs

https://disi-unibo-nlp.github.io/


disi-unibo-nlp.github.io

Procurement Code: Conversational Agent for Legal Q&A

NLP for Legal Domains with Small and Large Language Models in Low-resource Regimes - G. Moro 25

• We synthetically generated a Q&A corpus augmented with articles to support the answer prediction task
• We finetuned a retrieval model to navigate the Procurement Code and select commas relevant to the user queries 
• We trained a foundational legal LLM and instruction fine-tuned it for conversational interactions

R
etrieval-Enhanced

Legal M
odels

D
at

a 
G

en
er

at
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n

Codice degli Appalti
D.lgs. 36/2023

• Claude3-Opus was prompted with each 
article separately and asked to generate 
different questions to cover all topics in 
the input context

• Three different SOTA LLMs, in addition to 
our aligned Mixtral_7x8B model, were 
used to generate answers based on the 
input question and the reference article

• We used “LLMs as a Jury” to 
automatically evaluate generations

Mistral-7B was chosen as the hard negative generator due to its familiarity with the previous 
version of the Procurement Code, providing plausible alternatives for nonexpert users.

Consider only the 
top-scoring option

Sample evaluated
by experts

For Preference
Alignment

• Lack of datasets for fine-tuning a conversational 
agent in the procurement code domain

• Missing benchmarks and test sets for the 
conversational application context

• Absence of Italian legal encoders for retrieval and 
foundational LLMs

Problems

• Provision of reference articles to verify the 
faithfulness of the predicted answers

• Reduction of hallucinations and outdated 
information in output generations

• Creation of an LLM sustainable for the low 
computational resources of companies

Goals

Our contributions

SOTA model at the 
time of generations

https://disi-unibo-nlp.github.io/
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ParlaMentis:  Chatbot for the Chamber of Deputies 
• We implemented a retrieval-enhanced conversational agent with reasoning capabilities (via 

ReAct) to assist parliamentarians in researching information and drafting bills 
• We pre-trained an LLM on parliamentarian acts and fine-tuned it on COMMA to obtain a 

model capable of engaging in legal discourses while preserving a conversational nature
• Our architecture assigns each document an agent that is responsible for the fetching of its chunk 

and for communicating with the generative LLM that must generate the final answer

NLP for Legal Domains with Small and Large Language Models in Low-resource Regimes - G. Moro 26

• We segment documents into chunks to 
isolate independent information

• Documents and chunks are 
automatically summarized and 
embedded to guide retrieval

Trustw
orthy

Legal Support

• Agents are summoned and utilized to 
address some parts of the question

• The core LLM is iteratively prompted 
to reason on the previous steps and 
formulate a more complete answer

https://disi-unibo-nlp.github.io/
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Our Publications
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Publications – i

Frisoni G., Moro G., Carbonaro A. Learning Interpretable 
and Statistically Significant Knowledge from Unlabeled 
Corpora of Social Text Messages: A Novel Methodology 
of Descriptive Text Mining. DATA 2020. 🎖

Frisoni G., Moro G. Phenomena Explanation from Text: 
Unsupervised Learning of Interpretable and Statistically 
Significant Knowledge. CCIS 2020.

Frisoni G., Moro G., Carbonaro A. Unsupervised 
Descriptive Text Mining for Knowledge Graph Learning. 
KDIR 2020.

Frisoni G., Moro G., Carbonaro A. Towards Rare 
Disease Knowledge Graph Learning from Social Posts of 
Patients. Rii Forum 2020.

Frisoni G., Moro G., Carbonaro A. A Survey on Event 
Extraction for Natural Language Understanding: Riding 
the Biomedical Literature Wave. IEEE Access 2021.

Frisoni G., Moro G., Carbonaro A., Carlassare G. 
Unsupervised Event Graph Similarity Learning on 
Biomedical Literature. Sensors 2021.

Frisoni G., Moro G., Balzani L. Text-to-Text Extraction 
and Verbalization of Biomedical Event Graphs. 
COLING 2022.

Ferrari I., Frisoni G., Italiani P., Moro G., Sartori C. 
Comprehensive Analysis of Knowledge Graph 
Embedding Techniques Benchmarked on Link 
Prediction. Electronics (Graph ML SI) 2022.

Knowledge Graph Learning Semantic Parsing

Graph Representation Learning

Recent works: 34 since 2020 on LMs, LLMs and AI research (+120 in total) 

28NLP for Legal Domains with Small and Large Language Models in Low-resource Regimes - G. Moro

The complete list is available 
at disi-unibo-nlp.github.io

28

Graph Injection

Frisoni G., Italiani P., Boschi F., Moro G. Enhancing 
Biomedical Scientific Reviews Summarization with 
Graph-based Factual Evidence Extracted from Papers. 
DATA 2022. 🎖

Frisoni G., Italiani P., Moro G., Bartolini I., Boschetti MA., 
Carbonaro A. Graph-Enhanced Biomedical Abstractive 
Summarization Via Factual Evidence Extraction. SN 
Computer Science 2022.

Frisoni G., Italiani P., Moro G., Salvatori S. Cogito Ergo 
Summ: Abstractive Summarization of Biomedical Papers 
via Semantic Parsing Graphs and Consistency Rewards. 
AAAI 2023.

Moro G., Ragazzi L., Valgimigli L. Graph-Based
Abstractive Summarization of Extracted Essential
Knowledge for Low-Resource Scenarios.
ECAI 2023.

Moro G., Ragazzi L., Valgimigli L., Vincenzi F., Freddi 
D. Revelio: Interpretable Long-Form Question-
Answering. ICLR 2024.

Ragazzi L., Moro G., Valgimigli L., Fiorani R. Cross-
Document Distillation via Graph-based Summarization of 
Extracted Essential Knowledge. IEEE Transactions on 
Audio, Speech and Language Processing 2024.

https://disi-unibo-nlp.github.io/
https://disi-unibo-nlp.github.io/
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Publications – ii

Moro G., Ragazzi L., Valgimigli L., Frisoni G., Sartori C., 
Marfia G. Efficient Memory-Enhanced Transformer for 
Long-Document Summarization in Low-Resource 
Regimes. Sensors 2023.

Ragazzi L., Moro G., Guidi S., Frisoni G. LAWSUIT: a LArge
expert Written SUmmarization dataset of ITalian
constitutional court verdicts. Artificial Intelligence and Law.

Retrieval-Enhanced LMs

Frisoni G., Mizutani M., Moro G., Valgimigli L. BioReader: a 
Retrieval-Enhanced Text-to-Text Transformer for Biomedical 
Literature. EMNLP 2022.

Frisoni G., Cocchieri A., Presepi A., Moro G. To Generate or 
To Retrieve? On the Effectiveness of Artificial Contexts for 
Medical Open-Domain Question Answering. ACL 2024.

Differentiable Sampling
Italiani P., Frisoni G., Moro G., Carbonaro A., Sartori C. 
Evidence, my Dear Watson: Abstractive Dialogue 
Summarization on Learnable Relevant Utterances. 
Neurocomputing 2023.

Knowledge Distillation

Moro G., Ragazzi L. Semantic Self-Segmentation for 
Abstractive Summarization of Long Documents in Low-
Resource Regimes. AAAI 2022.

Italiani P., Ragazzi L., Moro G. Enhancing Legal 
Question Answering with Data Generation and 
Knowledge Distillation from Large Language Models. 
Artificial Intelligence and Law 2024.

Moro G., Ragazzi L., Valgimigli L. Discriminative 
Marginalized Probabilistic Neural Method for Multi-
Document Summarization of Medical Literature. ACL 2022.

Moro G., Ragazzi L., Valgimigli L., Molfetta L. Retrieve-and-
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