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Deep in NeSy

Neuro-symbolic Integration Systems as Nature-Inspired

neuro-symbolic integration systems (NeSy) integrate neural
(subsymbolic) and symbolic AI approaches

blending the subsymbolic perspective of ML and DL agents with
symbolic AI solutions focusing on high-level symbolic
(human-readable) representations of problems, logic, and search

given that
neurons in our brain clearly provide inspiration for neural components
and inspiration of symbolic techniques can be traced back at least to
Aristotle’s logic[De Rijk, 2002]—studying how humans reason, understand
the world, and plan their course of action

⇒ NeSy are easy to deem as nature-inspired systems[Liu and Tsui, 2006]
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Deep in NeSy

Humans as NeSy I

Originally not from the CS / AI fields

two sorts of cognitive processes
esprit de finesse vs. esprit de
géométrie—rationality has
limits[Pascal, 1669]

cognitivism against behaviourism in
psychology[Skinner, 1985]

rationality vs. intuition roughly matches the two main families of AI
techniques

symbolic vs. sub-/non-symbolic

⇒ humans as NeSy
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Deep in NeSy

Humans Share Knowledge

it is not brain size (or whatever like that) that separates humans from
other intelligent animals like primates

instead, it is mostly our will to share knowledge [Dean et al., 2012]

in general, knowledge sharing is a peculiar trait of humanity
it is how we do understand each other
it is how we learn
it is the foundation of human society
where human culture is a cumulative one

e.g. human science is a shared social construct
scientific artefacts are required to be understandable for the community
so as to enable reproducibility and refutability in the scientific
process[Popper, 2002]
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Deep in NeSy

Human Social Systems as NeSy

We never think alone
we are hyper-social animals: “We never think alone”
[Sloman and Fernbach, 2018]

reasoning evolved after our ability to interact socially
along with language, as a symbolic artefact [Nardi, 1996, Clark, 1996]

We never read alone
as we share knowledge through representational artefact

books, the Web, . . .
and work within shared knowledge-intensive environments

where both knowledge and cognition processes are distributed among
humans and artefacts[Kirsh, 1999]
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Deep in NeSy

Interaction in Intelligent Systems

symbolic approaches are particularly relevant within intelligent systems
in the shared representation of interaction between intelligent
components

e.g., explanation as a rational act for human and artificial
agents[Omicini, 2020]

for instance, symbolic approaches are critical when dealing with
systems features such as

explainability
understandability
accountability
trustworthiness

so, we focus on NeSy by putting some extra care on the interaction
aspect of symbolic/subsymbolic integration

Omicini et al. (UniBo) Deep in NeSy When LLM HyperModeLex, 2024 6 / 36



Deep in NeSy

Intelligent Socio-Technical Systems

in the realm of intelligent systems, nowadays, humans are legitimate
components in the same way as software and physical agents
where both human and software agents accounts for activity,
knowledge, intelligence, goals, learning, . . .
as legitimate components of intelligent socio-technical systems
so that now the fundamental question for us becomes

? how are we going to shape the interaction between heterogeneous
intelligent components within intelligent socio-technical systems?

?? e.g., is NLP the answer? Or, LLM?
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Deep in NeSy

Rational AI is not the Handmaid of ML

Old story. . .
we know that symbolic techniques can help sub-symbolic ones in
making intelligent STS understandable
yet, this does not makes rational AI a sort of ancilla of non-rational AI
as in

“we cannot really do anything meaningful with that, but maybe we
could somehowhelp the actually-working AI”

! whereas we comfortably stand on the side of
“yeah, no, we need it anyway”

for intelligent systems in general
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XAI

Relevant Questions for XAI

1 What are we trying to explain?
In general, AI-based systems

2 Who is in charge of producing explanations?
The AI system itself? Human experts? Ordinary users?

3 To whom are explanations addressed?
Humans (developers, end users)? Other AI systems?

4 How are we going to create explanations?
This is the actual core of XAI research

5 Which are the most adequate sorts of explanation?
This depends on the answers to the questions above

6 When should explanations be presented to the user?
This, too, depends on the answers to the questions above
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XAI

Current Practice of XAI

1 What are we trying to explain?
mostly data-driven, ML-powered systems

2 Who is in charge of producing explanations?
AI experts, data scientists, ML engineers

3 To whom are explanations addressed?
people having a certain degree of expertise in AI/ML

4 How are we going to create explanations?
via task-, model-, and data-specific algorithms

5 Which are the most adequate sorts of explanation?
depends on task, model, data, and consumer at hand
other than on the available XAI algorithms

6 When should explanations be presented to the user?
mostly in the training phase; possibly in inference phase
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XAI

The Future of XAI

1 What are we trying to explain?
any system including computational agents with some degree of
autonomy

2 Who is in charge of producing explanations?
the system, i.e., the agents themselves

3 To whom are explanations addressed?
people with diverse levels of expertise
other computational agents

4 How are we going to create explanations?
via task-, model-, and data-specific algorithms
plus consumer-specific presentation strategies

5 Which are the most adequate sorts of explanation?
the ones which better adapt to the needs of the user

6 When should explanations be presented to the user?
upon request—i.e., as part of a dialogue
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XAI

Explain What? I

Most efforts are devoted to supervised ML, and in particular
specific sorts of tasks, e.g. classification and regression
specific sorts of data, e.g. images, text, or tables
specific sorts of predictors, e.g. neural networks, SVM
i.e. essentially, functions of the form f : X ⊆ Rn → Y ⊆ Rm
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XAI

Explain What? II

Trade-off between interpretability and predictivity
In

te
rp

re
ta

b
ili

ty

Predictive Performance

Generalised linear models

Decision trees

K Nearest Neighbours

Random Forest

Support Vector Machines

XGboost

Neural Networks
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XAI

Explain What? III

Conventionally. . .
. . . linear models, or decision trees/rules are considered as interpretable
. . . other kinds of predictors are considered poorly interpretable

hence in need of explanation
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XAI

Explain What? IV

Our focus is on supervised ML, but XAI is wider than that
explainable unsupervised learning

e.g., clustering[Sabbatini and Calegari, 2022]

explainable reinforcement learning (XRL)[Milani et al., 2022]

explainable planning (XAIP)[Hoffmann and Magazzeni, 2019]

explainable agents and robots (XMAS)[Ciatto et al., 2019, Anjomshoae et al., 2019]

. . .
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Explanations via Symbolic Knowledge Extraction
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Explanations via Symbolic Knowledge Extraction

Overview I

Main idea behind SKE is. . .
to demystify neural networks by extracting symbolic
knowledge out of them
to use the extracted knowledge to generate
explanations

Insight
search of a surrogate interpretable model. . .
. . . consisting of symbolic knowledge
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Explanations via Symbolic Knowledge Extraction

Overview II

Symbolic Knowledge Extraction (SKE)[Ciatto et al., 2024b]

Any algorithmic procedure accepting trained sub-symbolic predictors as
input and producing symbolic knowledge as output, in such a way that the
extracted knowledge reflects the behaviour of the predictor with high fidelity
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Explanations via Symbolic Knowledge Extraction

Overview III

Example

→

Class = setosa← PetalWidth ≤ 1.0.

Class = versicolor← PetalLength > 4.9
∧ SepalWidth ∈ [2.9, 3.2].

Class = versicolor← PetalWidth > 1.6.

Class = virginica← SepalWidth ≤ 2.9.

Class = virginica←
SepalLength ∈ [5.4, 6.3].

Class = virginica←
PetalWidth ∈ [1.0, 1.6].
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Explanations via Symbolic Knowledge Extraction

SKE with GridEx I

(a)
Surrounding
cube

(b) Iteration
1 (p1 = 2)

(c) Iteration
2 (p2 = 3).

(d) Iteration
3 (p3 = 2).

Figure: Example of GridEx’s hyper-cube partitioning (merging step not reported)
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Explanations via Symbolic Knowledge Extraction

SKE with GridEx II

Using GridEx for SKE[Sabbatini et al., 2021]

1 partition the input space into pn1 hypercubes
evenly splitting the n dimensions into p1 bins

2 partition each non empty-region into pn2 hypercubes
evenly splitting the n dimensions into p2 bins

3 repeat the splitting arbitrarily
4 assign a prediction with each non-empty partition (e.g. average value)
5 write an if-then rule for each non-empty partition:

if expressions delimiting the partition
then prediction of that partition
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Transparent Box Design via Symbolic Knowledge Injection
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Transparent Box Design via Symbolic Knowledge Injection

Why SKI?

Benefits
prevent the predictor to become a black-box
reduce learning time
reduce the data size needed for training
improve predictor’s accuracy
build a predictor that behave as a logic engine
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Transparent Box Design via Symbolic Knowledge Injection

Symbolic Knowledge Injection I

Key insights
a priori altering ML predictors. . .
. . . to make they comply to user-provided knowledge. . .
. . . which is represented in symbolic form

Main idea behind SKI
forcing NN to comply with some intensional symbolic knowledge while
learning, hence making their operation more controllable, and their
outcomes more predictable
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Transparent Box Design via Symbolic Knowledge Injection

Symbolic Knowledge Injection II

Symbolic Knowledge Injection (SKI)[Ciatto et al., 2024b]

Any algorithmic procedure affecting how sub-symbolic predictors draw their
inferences in such a way that predictions are either computed as a function
of, or made consistent with, some given symbolic knowledge
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Transparent Box Design via Symbolic Knowledge Injection

Symbolic Knowledge Injection– General Workflow I
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Transparent Box Design via Symbolic Knowledge Injection

SKI with KINS I

Knowledge Injection via Network Structuring (KINS)[Magnini et al., 2023]

A general SKI algorithm not bound to any specific sort of sub-symbolic
predictor

aim → enrich
predictor → neural network
how → structuring
logic → stratified Datalog with negation

Public implementation on PSyKI[Magnini et al., 2022]
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The Emergence of Large Language Models
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The Emergence of Large Language Models

What about LLM, SKE& SKI?

Fundamental questions
? are SKE and SKI still relevant in the LLM era?

? after all, LLM “speak the language”, so do we really need explanations
of any sort?

! still, the generative mechanism is obscure, so we may get the “what”
but not the “why”

? in case they are, how do we deal with them?
LLM are neural networks, yet they are so huge that

extracting the whole knowledge of a LLM is challenging
injecting symbolic knowledge into the LLM seems to be technologically
problematic, or, even not feasible

Omicini et al. (UniBo) Deep in NeSy When LLM HyperModeLex, 2024 26 / 36



The Emergence of Large Language Models

About SKE & LLM

Yep, still useful
for instance, when we need to extract structured knowledge from LLM
maybe not necessarily useful for TAI / XAI, but quite important when
the knowledge acquired from the LLM must be “brought back” in
symbolic form

idea: bridging LLM with “ordinary” software technologies, which expect
some clean data schemas as inputs
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The Emergence of Large Language Models

SKE & LLM: An Example I

Recommendation systems
providing hints to users based on their preferences, and on the profiles
of similar users
chicken-and-egg problem, namely the cold start

the system needs data to operate effectively
the system acquires data from users during operation
no data, and no users at the beginning
how do we get out of this?
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The Emergence of Large Language Models

SKE & LLM: An Example II

Our example: virtual nutrition coach
as part of the CHIST-ERA IV project Expectation, we needed to

design a virtual coach for nutrition, providing users with personalised
advices on what to eat and when
feed the system with data about
food e.g. recipes, their ingredients, their nutritional values, etc.
users e.g. their preferences and their habits, goals, medical issues, etc.

generate the data schema
find some data matching the schema
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The Emergence of Large Language Models

SKE & LLM: An Example III

Task: filling the CHIST-ERA ontology
the ontology schema was designed as one of the results of the project
(TBox)
how to populate the ontology?

by assigning individuals to concepts or roles (ABox)?

typically done manually, and so very expensively
called ontology learning , when done (semi)automatically

! idea: replacing domain experts with LLM, using them as oracles for
automating ontology population

Omicini et al. (UniBo) Deep in NeSy When LLM HyperModeLex, 2024 30 / 36



The Emergence of Large Language Models

SKE & LLM: An Example IV

Our algorithm: KGFILLER[Ciatto et al., 2024a]

Our algorithm for ontology population through LLM, stepping through 4
phases
population phase each concept is populated with a set of individuals
relation phase each property is populated with a set of role assertions

as a by-product, some concepts may be populated even
further

redistribution phase some individuals are reassigned to more adequate
concepts

merge phase similar individuals are merged into a single one
mostly, duplicate removal
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The Emergence of Large Language Models

SKE, LLM & MAS

LLM increasingly push intelligent agents towards sub-symbolic models
for NLP tasks in human-agent interaction
lack of transparency, however, hinders LLM applicability there
many approaches around focusing on local post-hoc explanations
(LPE) by the XAI community in NLP realm
LPE represents a popular solution to explain the reasoning process by
highlighting how different portions of the input sample impact
differently the produced output, by assigning a relevance score to each
input component
yet, most local post-hoc explainers are loosely correlated—agents
quarrel about explanations[Agiollo et al., 2023]
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The Emergence of Large Language Models

SKE, LLM & MAS: GELPE I

Global Explanations from Local Post-hoc Explainers[Agiollo et al., 2024]

aggregation of the local explanations obtained by each local post-hoc
explainer into a set of global impact scores
extraction of global explanations from the output of LPE agents,
enabling the extraction of logic rules from LLM
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The Emergence of Large Language Models

What about SKI & LLM?

Some space for research
SKI, too, may make sense for LLM

possibly not as a means for TAI
instead, as a way to teach / force LLM to reason somehow

research question: can SKI work for LLM
via prompt engineering?
via fine tuning?

main challenge
training LLM is technologically impractical
so SKI should work with no need to re-train
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