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eXtreme Design



Context

Knowledge engineering

“[…] the collection of activities for eliciting, capturing,
conceptualising and formalising knowledge for the purpose of

being used in information systems”1

M. Sabou, et al., Knowledge Engineering in the Age of Neurosymbolic Systems. Submitted
to Neurosymbolic Artificial Intelligence. Pre-print 

1.



Fortunately
Illustration from “Fortunately” by Remy Charlip

We have established KE
methodologies



Unfortunately
Illustration by Christoph Neimann

XD requires deep understanding of 
the domain

Time-consuming activity that
requires a lot of cognitive effort by
knowledge engineers 



Proposed Solution
Ontogenia: Humans + LLMs to generate semantic
knowledge graphs



Input: Requirements(CQs, scenarios), selected ontology design
patterns, instructions (procedure)
Modalities: CQs to be merged together or to be inputted one at a 
time
Output: ontology in Turtle format

Ontogenia steps



Competency question: When was a certain album released? 

Scenario:
The current configuration of the 'Red Hot Chili Peppers' are: Anthony Kiedis(vocals), 

Flea(bass, trumpet, keyboards, and vocals), John Frusciante (guitar), and Chad
Smith (drums).The line-up has changed a few times during the years, Frusciante
replaced Hillel Slovakin 1988, and when Jack Irons left the band he was briefly
replaced by D.H. Peligo until the band found Chad Smith. In addition to playing
guitars for Red hot Chili Peppers Frusciante also contributed to the band “The
Mars Volta” as a vocalist for some time.

From September 2004, the Red Hot Chili Peppers started recording the album 
'Stadium Arcadium'. The album contains 28 tracks and was released on May 5 
2006. It includes a track of the song 'Hump de Bump', which was composed in 
January 26, 2004.

Example of requirement



Human metacognition



Metacognitive prompting

1.Y. Wang , Y. Zhao., (2023) Metacognitive Prompting Improves Understanding in Large 
Language Models. arXiv preprint arXiv:2308.05342



Ontogenia steps



Benchmark testing and 
evaluation



Results: Structural evaluation

Classes and properties successfully identified

Richer formalisation with MP

Larger set of terms and axioms when ODP used

Low cost and time



Results: Comparison with 
state of the art systems and humans

IG indicates the overseeing of minor errors.
Humans were students of a knowledge engineering course



Work in progress

Possibility to choose open or closed-source LLM
Management of more input formats (dataset)
CQs generation
Generation of declarative mapping (RML, SPARQL Anything)
to populate a KG
Testing the same task with other LLMs to verify
reproducibility
Representing prompts as KG for FAIRness



Upload dataset1.



2. Upload or generate requirements

Requirements in the form of CQs and user stories can be
uploaded in a CSV file or generated automatically



3. Download ontology

The ontology is processed in the background and can then be
downloaded in Turtle format



In the background



4. Create and download RDF graph

Basing on the ontology and the dataset, RML rules are defined
to generate a RDF Graph sample that can be downloaded


