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CONSTITUTIONAL CHALLENGES IN THE ALGORITHMIC SOCIETY

New technologies have always challenged the social, economic, legal, and ideological
status quo. Constitutional law is no less impacted by such technologically driven
transformations, as the state must formulate a legal response to new technologies and
their market applications, as well as the state’s own use of new technology. In particular,
the development of data collection, data mining, and algorithmic analysis by public and
private actors present unique challenges to public law at the doctrinal as well as the
theoretical level. This collection, aimed at legal scholars and practitioners, describes the
constitutional challenges created by the algorithmic society. It offers an important
synthesis of the state of play in law and technology studies, addressing the challenges
for fundamental rights and democracy, the role of policy and regulation, and the
responsibilities of private actors. This title is also available as Open Access on
Cambridge Core.
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Introduction

Technologies have always challenged, if not disrupted, the social, economic legal,
and to an extent, the ideological status quo. Such transformations impact constitu-
tional law, as the State formulates its legal response to the new technologies being
developed and applied by the market, and as it considers its own use of the
technologies. The development of data collection, mining, and algorithmic analysis,
resulting in predictive profiling — with or without the subsequent potential manipu-
lation of attitudes and behaviors of users — presents unique challenges to constitu-
tional law at the doctrinal as well as theoretical levels.

Historically, liberal constitutionalism has been built on a vertical dimension
where the power to limit liberty is only the public one, only in given jurisdictional
territory, and therefore should be constrained by the national constitution.
Moreover, as of the rise of the bureaucratic state, the technologies for infringing
liberty or equality were thought to be containable by the exercise of concrete judicial
review (either constitutional or administrative), abstract judicial review, or a com-
bination of the above. In recent years, however, the rise of the algorithmic society has
led to a paradigmatic change where the public power is no longer the only source of
concern for the respect of fundamental rights and the protection of democracy,
where jurisdictional boundaries are in flux, and where doctrines and procedures
developed in the pre-cybernetic age do not necessarily capture rights violations in a
relevant time frame. This requires either the redrawing of constitutional boundaries
so as to subject digital platforms to constitutional law or a revisiting of the relation-
ship between constitutional law and private law, including the duties of the state to
regulate the cybernetic complex, within or outside the jurisdictional boundaries of
the state.

Within this framework, this book is the result of the biannual work of the IACL
Research Group “Algorithmic State, Market and Society” after an inaugural confer-
ence at the University of Florence and European University Institute in 2019. This
Research Group promotes the debate in the field of law and technology, and
primarily regarding the new constitutional challenges raised by the development
of algorithmic technologies which assist (if not control) decision-making processes
by state agencies or corporations (often large and multinational) that provide key

1
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2 Introduction

services online. Based on this framework, this book tries to answer the following
research questions: How has the relationship among powers changed in the algo-
rithmic society? What are the new substantive and procedural rights protecting
individuals and democratic values? How can we balance innovation (and the legal
incentives for businesses to pursue innovation) with the need to ensure transparency
and accountability? To what extent should new forms of public or private law tools
be developed to address the challenges posed by the shift to the algorithmic society?

The answers to these questions have likely changed in the last years due to the
evolving landscape of algorithmic technologies and policy. The increasing imple-
mentation of algorithmic technologies in the public and private sectors promotes an
intertwined framework. The launch of the European proposal for the Artificial
Intelligence Act is just an example of the need to provide a framework for mitigating
risks while promoting innovation. This book does not aim just to address recent
developments and provide answers to evolving dynamics. The goal is to provide a
taxonomy of the constitutional challenges of the algorithmic society, with some
focuses on specific challenges.

This goal is reflected in the book’s structure, which is articulated in three parts.
The first part aims to underline the challenges for fundamental rights and demo-
cratic values in the algorithmic society. In particular, this part underlines how the
fast-growing use of algorithms in various fields like justice, policing, and public
welfare could end in biased and erroneous decisions, boosting inequality, discrim-
ination, unfair consequences, and undermining constitutional rights, such as priv-
acy, freedom of expression, and equality. The second part addresses the regulation
and policy of the algorithmic society. There are multiple challenges here due to
opacity and biases of algorithmic systems, as well as the actors involved in the
regulation of these technologies. The third part examines the role and responsibil-
ities of private actors, underlining various constitutional opportunities and threats.
In this case, the book aims to underline how the private sector is a relevant player,
pursuing functions that reflect public powers.
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Constitutional Law in the Algorithmic Society

Oreste Pollicino and Giovanni De Gregorio

1.1 INTRODUCTION

Technologies have always led to turning points in society." In the past, techno-
logical developments have opened the door to new phases of growth and change,
while influencing social values and principles. Algorithmic technologies fit
within this framework. These technologies have contributed to introducing new
ways to process vast amounts of data.” In the digital economy, data and informa-
tion are fundamental assets which can be considered raw materials the processing
of which can generate value.? Even simple pieces of data, when processed with
a specific purpose and mixed with other information, can provide models and
predictive answers. These opportunities have led to the rise of new applications
and business models in a new phase of (digital) capitalism,* as more recently
defined as information capitalism.”

Although these technologies have positive effects on the entire society since they
increase the capacity of individuals to exercise rights and freedoms, they have also
led to new constitutional challenges. The opportunities afforded by algorithmic
technologies clash with their troubling opacity and lack of accountability, in what

Oreste Pollicino is a Full Professor of Constitutional Law at Bocconi University. He authored

Sections 1.2, 1.5, and 1.6. Giovanni De Gregorio is Postdoctoral Researcher, Centre for Socio-Legal

Studies, University of Oxford. He authored Sections 1.1, 1.3, and 1.4.

Roger Brownsword and Karen Yeung (eds), Regulating Technologies: Legal Futures, Regulatory Frames

and Technological Fixes (Hart 2008).

Omer Tene and Jules Polonetsky, ‘Big Data for All: Privacy and User Control in the Age of Analytics’

(2013) 11 Northwestern Journal of Technology and Intellectual Property 239; Sue Newell and

Marco Marabelli, ‘Strategic Opportunities (and Challenges) of Algorithmic Decision-Making:

A Call for Action on the Long-Term Societal Effects of “Datification™ (2015) 24 Journal of Strategic

Information Systems 3.

3 Viktor Mayer-Schonberger and Kenneth Cukier, Big Data: A Revolution That Will Transform How We
Live, Work, and Think (Murray 2013).

+ Daniel Schiller, Digital Capitalism. Networking the Global Market System (MIT Press 1999).

Julie Cohen, Between Truth and Power. The Legal Construction of Information Capitalism (Oxford

University Press 2020).

w

Downloaded from https://www.cambridge.org/core. IP address: 93.34.132.1%7, on 12 Nov 2021 at 09:41:02, subject to the Cambridge Core terms
of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/831B39F76C7870B330052D852D598F98


https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/831B39F76C7870B330052D852D598F98
https://www.cambridge.org/core

4 Oreste Pollicino and Giovanni De Gregorio

has been defined as an ‘algocracy’.® It is no coincidence that transparency is at the
core of the debate about algorithms.” There are risks to fundamental rights and
democracy inherent in the lack of transparency about the functioning of automated
decision-making processes.” The implications deriving from the use of algorithms
may have consequences on individuals” fundamental rights, such as the right to self-
determination, freedom of expression, and privacy. However, fundamental rights do
not exhaust the threats which these technologies raise for constitutional democra-
cies. The spread of automated decision-making also challenges democratic systems
due to its impact on public discourse and the impossibility of understanding deci-
sions that are made by automated systems affecting individual rights and freedoms.”
This is evident when focusing on how information flows online and on the charac-
teristics of the public sphere, which is increasingly personalised rather than plural.”
Likewise, the field of data is even more compelling due to the ability of data
controllers to affect users’ rights to privacy and data protection by implementing
technologies the transparency and accountability of which cannot be ensured.” The
possibility to obtain financing and insurance or the likelihood of a potential crime
are only some examples of the efficient answers which automated decision-making
systems can provide and of how such technologies can affect individuals’
autonomy.”

Ata first glance, algorithms seem like neutral technologies processing information
which can lead to a new understanding of reality and predict future dynamics.
Technically, algorithms, including artificial intelligence technologies, are just
methods to express results based on inputs made up of data.” This veil of neutrality

® John Danaher, “The Threat of Algocracy: Reality, Resistance and Accommodation” (2016) 29

Philosophy & Technology 245.

See, in particular, Daniel Neyland, ‘Bearing Accountable Witness to the Ethical Algorithmic System’

(2016) 41 Science, Technology & Human Values so; Mariarosaria Taddeo, ‘Modelling Trust in

Artificial Agents, A First Step toward the Analysis of e-Trust’ (2010) 20 Minds and Machines 243.

Matteo Turilli and Luciano Floridi, “The Ethics of Information Transparency’ (2009) 11 Ethics and

Information Technology 10s.

Jenna Burrell, ‘How the Machine “Thinks”: Understanding Opacity in Machine Learning

Algorithms’ (2016) 3 Big Data & Society; Christopher Kuner et al., ‘Machine Learning with

Personal Data: Is Data Protection Law Smart Enough to Meet the Challenge? (2017) 6

International Data Privacy Law 167; Mireille Hildebrandt, “The Dawn of a Critical Transparency

Right for the Profiling Era’ in Jacques Bus et al. (eds), Digital Enlightenment Yearbook (10S Press

2012); Meg L. Jones, ‘Right to a Human in the Loop: Political Constructions of Computer Automation

and Personhood’ (2017) 47 Social Studies of Science 216.

Paul Nemitz, ‘Constitutional Democracy and Technology in the Age of Artificial Intelligence’ (2018)

Royal Society Philosophical Transactions A.

Nicolas Suzor, ‘Digital Constitutionalism: Using the Rule of Law to Evaluate the Legitimacy of

Governance by Platforms’ (2018) 4 Social Media + Society 3.

Serge Gutwirth and Paul De Hert, ‘Regulating Profiling in a Democratic Constitutional States’, in

Mireille Hildebrandt and Serge Gutwirth (eds), Profiling the European Citizen (2000), 271.

* Brent D. Mittlestadt et al., “The Ethics of Algorithms: Mapping the Debate’ (2016) 3 Big Data &
Society.

B Tarleton Gillespie, “The Relevance of Algorithms’ in Tarleton Gillespie et al. (eds), Media
Technologies: Essays on Communication, Materiality, and Society (MIT Press 2014), 167.
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1 Constitutional Law in the Algorithmic Society 5

falls before their human fallacy. Processes operated by algorithms are indeed value-
laden, since technologies are the result of human activities and determinations.™
The contribution of humans in the development of data processing standards causes
the shift of personal interests and values from the human to the algorithmic realm. If,
from a technical perspective, algorithms are instruments that extract value from
data, then moving to the social perspective, such technologies constitute automated
decision-making processes able to affect society and thus also impacting on consti-
tutional values, precisely fundamental rights and democratic values.

Within this challenging framework between innovation and risk, it is worth
wondering about the role of regulation and policy in this field. Leaving the develop-
ment of algorithmic technologies without safeguards and democratic oversight
could lead society towards techno-determinism and the marginalisation of public
actors, which would lose their role in ensuring the protection of fundamental rights
and democratic values. Technology should not order society but be a means of
promoting the evolution of mankind. Otherwise, if the former will order the drive of
the latter in the years to come, we could witness the gradual vanishing of democratic
constitutional values in the name of innovation.

Since algorithms are becoming more and more pervasive in daily life, individuals
will increasingly expect to be aware of the implications deriving from the use of these
technologies. Individuals are increasingly surrounded by technical systems influen-
cing their decisions without the possibility of understanding or controlling this
phenomenon and, as a result, participating consciously in the democratic debate.
This situation is not only the result of algorithmic opacity, but it is firmly linked to
the private development of algorithmic technologies in constitutional democracies.
Because of the impact of these technologies on our daily lives, the predominance of
businesses and private entities in programming and in guiding innovation in the age
of artificial intelligence leads one to consider the role and responsibilities of these
actors in the algorithmic society. The rise of ‘surveillance capitalism’ is not only
a new business framework but a new system to exercise (private) powers in the
algorithmic society.”

We believe that constitutional law plays a critical role in addressing the challenges
of the algorithmic society. New technologies have always challenged, if not dis-
rupted, the social, economic, legal, and, to a certain extent, ideological status quo.
Such transformations impact constitutional values, as the state formulates its legal
response to new technologies based on constitutional principles which meet market
dynamics, and as it considers its own use of technologies in light of the limitation
imposed by constitutional safeguards. The development of data collection, mining,

“  Philippe A. E. Brey and Johnny Soraker, Philosophy of Computing and Information Technology
(Elsevier 2009); Norbert Wiener, The Human Use of Human Beings: Cybernetics and Society
(Da Capo Press 1988).

> Shoshana Zuboff, The Age of Surveillance Capitalism: The Fight for a Human Future at the New
Frontier of Power (Political Affairs 2018).
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6 Oreste Pollicino and Giovanni De Gregorio

and algorithmic analysis, resulting in predictive profiling — with or without the
subsequent potential manipulation of the attitudes and behaviours of users — present
unique challenges to constitutional law at the doctrinal as well as theoretical levels.

Constitutions have been designed to limit public (more precisely governmental)
powers and protect individuals against any abuse from the state. The shift of power
from public to private hands requires rethinking and, in case, revisiting some well-
established assumptions. Moreover, during the rise of the bureaucratic state, the
technologies for infringing liberty or equality were thought to be containable by the
exercise of concrete judicial review (either constitutional or administrative), abstract
judicial review, or a combination of the above. In recent years, however, the rise of
the algorithmic society has led to a paradigmatic change where public power is no
longer the only source of concern for the respect of fundamental rights and the
protection of democracy, where jurisdictional boundaries are in flux, and where
doctrines and procedures developed in the pre-cybernetic age do not necessarily
capture rights violations in a relevant time frame. This requires either the redrawing
of the constitutional boundaries so as to subject digital platforms to constitutional
law or to revisit the relationship between constitutional law and private law, includ-
ing the duties of the state to regulate the cybernetic complex, within or outside the
jurisdictional boundaries of the state. Within this framework, the rise of digital
private powers challenges the traditional characteristics of constitutional law, thus
encouraging to wonder how the latter might evolve to face the challenges brought by
the emergence of new forms of powers in the algorithmic society.

The primary goal of this chapter is to introduce the constitutional challenges
coming from the rise of the algorithmic society. Section 1.2 examines the challenges
for fundamental rights and democratic values, with a specific focus on the right to
freedom of expression, privacy, and data protection. Section 1.3 looks at the role of
constitutional law in relation to the regulation and policy of the algorithmic society.
Section 1.4 examines the role and responsibilities of private actors underlining the role
of constitutional law in this field. Section 1.5 deals with the potential remedies which
constitutional law can provide to face the challenges of the information society.

1.2 FUNDAMENTAL RIGHTS AND DEMOCRATIC VALUES

Algorithmic technologies seem to promise new answers and an increase of accuracy of

' Predictive

decision-making, thus offering new paths to enrich human knowledge.
models can help public administrations provide more efficient public services and
spare resources. Likewise, citizens can rely on more sophisticated platforms allowing
them to express their identity, build social relationships, and share ideas. Therefore,

these technologies can be considered an enabler for the exercise of rights and

' Evgeny Morozov, To Save Everything, Click Here: The Folly of Technological Solutionism (Public

Affairs 2013).
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1 Constitutional Law in the Algorithmic Society 7

freedoms. Nonetheless, artificial intelligence technologies are far from perfect.
Predictive models have already produced biased results and inaccurate outputs,
leading to discriminatory results.”” The implications deriving from the implementa-
tion of automated technologies may have consequences for individual fundamental
rights, such as the right to self-determination, freedom of expression, and privacy, even
at a collective level. It is worth stressing that the relationship between fundamental
rights and democracy is intimate, and the case of freedom of expression and data
protection underlines this bundle. Without the possibility of expressing opinions and
ideas freely, it is not possible to define society as democratic. Likewise, without rules
governing the processing of personal data, individuals could be exposed to a regime of
private surveillance without a set of accountability and transparency safeguards.
Among different examples, the moderation of online information and users’ profiling
can be taken as two paradigmatic examples of the risks which these technologies raise
for fundamental rights and democratic values.

The way in which we express opinions and ideas online has changed in the last
twenty years. The Internet has contributed to shaping the public sphere. It would be
a mistake to consider the new channels of communication just as threats. The digital
environment has indeed been a crucial vehicle to foster democratic values like
freedom of expression.”” However, this does not imply that threats have not appeared
on the horizon. Conversely, the implementation of automated decision-making
systems is concerning for the protection of the right to freedom of expression online.
To understand when automation meets (and influences) free speech, it would be
enough to closely look at how information flows online under the moderation of
online platforms. Indeed, to organise and moderate countless content each day,
platforms also rely on artificial intelligence to decide whether to remove content or
signal some expressions to human moderators."” The result of this environment is
troubling for the rule of law from different perspectives. First, artificial intelligence
systems contribute to interpreting legal protection of fundamental rights by de facto
setting a private standard of protection in the digital environment.” Second, there is
also an issue of predictability and legal certainty, since private determinations blur
the lines between public and private standards. This leads us to the third point: the
lack of transparency and accountability in the decision concerning freedom of
expression online.” In other words, the challenge in this case is to measure compli-
ance with the principle of the rule of law. Indeed, the implementation of machine

7" Sandra Wachter and Brent Mittelstadt, ‘A Right to Reasonable Inferences: Re-Thinking Data
Protection Law in the Age of Big Data and Al’ (2019) (2) Columbia Business Law Review.

% Yochai Benkler, The Wealth of Networks (Yale University Press 2006).

9 Tarleton Gillespie, Custodians of the Internet. Platforms, Content Moderation, and the Hidden

Decisions that Shape Social Media (Yale University Press 2018).

Kate Klonick, “The New Governors: The People, Rules, and Processes Governing Online Speech’

(2018) 131 Harvard Law Review 1598.

Giovanni De Gregorio, ‘Democratising Content Moderation. A Constitutional Framework’ (2019)

Computer Law and Security Review.

20

21

Downloaded from https://www.cambridge.org/core. IP address: 93.34.132.157, on 12 Nov 2021 at 09:41:02, subject to the Cambridge Core terms
of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/831B39F76C7870B330052D852D598F98


https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/831B39F76C7870B330052D852D598F98
https://www.cambridge.org/core

8 Oreste Pollicino and Giovanni De Gregorio

learning technologies does not allow to scrutinising decisions over expressions
which are still private but involve the public at large. With the lack of regulation
of legal safeguards, online platforms will continue to be free to assess and remove
speech according to their business purposes.

Within this framework, disinformation deserves special attention.” Among the
challenges amplified by technology, the spread of false content online has raised
concerns for countries around the world. The Brexit referendum and the ‘Pizzagate’
during the last US elections are just two examples of the power of (false) information
in shaping public opinion. The relevance of disinformation for constitutional democ-
racies can be viewed from two angles: the constitutional limits to the regulatory
countermeasures and the use of artificial intelligence systems in defining the bound-
aries of disinformation and moderating this content. While for public actors the
decision to intervene to filter falsehood online requires questioning whether and to
what extent it is acceptable for liberal democracies to enforce limitations to freedom of
expression to falschood, artificial intelligences catalogue vast amounts of content,
deciding whether they deserve to be online according to the policies implemented by
unaccountable private actors (i.e., online platforms). This is a multifaceted question
since each constitutional system paradigm adopts different paradigms of protection,
even when they share the common liberal matrix, like in the case of Europe and the
United States. In other words, it is a matter of understanding the limits of freedom of
speech to protect legitimate interests or safeguard other constitutional rights.

Besides, the challenges of disinformation are not just directly linked to the
governance of online spaces but also to their exploitation. We have experienced in
recent years the rise of new (digital) populist narratives manipulating information for
political purposes.” Indeed, in the political context, technology has proven to be
a channel for vehiculating disinformation citizenship, democracy, and democratic
values. By exploiting the opportunities of the new social media, populist voices have
become a relevant part of the public debate online, as the political situations in some
Member States show. Indeed, extreme voices at the margins drive the political
debate. It would be enough to mention the electoral successes of Alternative fiir
Deutschland in Germany or the Five Star Movement in Italy to understand how
populist narratives are widespread no longer as an answer to the economic crisis but
as anti-establishment movements fighting globalised phenomena like migration and
proposing a constitutional narrative unbuilding democratic values and the principle
of the rule of law.**

The threats posed by artificial intelligence technologies to fundamental rights can
also be examined by looking at the processing of personal data. Even more evidently,

**  Giovanni Pitruzzella and Oreste Pollicino, Disinformation and Hate Speech: A European

Constitutional Perspective (Bocconi University Press 2020).

Maurizio Barberis, Populismo digitale. Come internet sta uccidendo la democrazia (Chiareletter 2020).

**  Giacomo Delle Donne et al., Italian Populism and Constitutional Law. Strategies, Conflicts and
Dilemmas (Palgrave Macmillan 2020).
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1 Constitutional Law in the Algorithmic Society 9

automated decision-making systems raise comparable challenges in the field of data
protection. The massive processing of personal data from public and private actors leads
individuals to be subject to increasingly intrusive interferences in their private lives.”
Smart applications at home or biometric recognition technologies in public spaces are
just two examples of the extensive challenges for individual rights. The logics of digital
capitalism and accumulation make surveillance technologies ubiquitous, without
leaving any space for individuals to escape. In order to build such a surveillance and
profiling framework, automated decision-making systems also rely on personal data to
provide output. The use of personal information for this purpose leads one to wonder
whether individuals should have the right not to be subjected to a decision based solely
on automated processing, including profiling which produces legal effects concerning
him or her or similarly significantly affects him or her.*® These data subjects’ rights have
been primarily analysed from the perspective of the right to explanation. Scholars have
pointed out possible bases for the right to explanation such as those provisions mandat-
ing that data subjects receive meaningful information concerning the logic involved, as
well as the significance, and the envisaged consequences of the processing.”

These threats would suggest looking at these technologies with fear. Nonetheless,
new technologies are playing a disruptive role. Society is increasingly digitised, and
the way in which values are perceived and interpreted is inevitably shaped by this
evolution. New technological development has always led to conflicts between
the risks and the opportunities fostered by its newness.** Indeed, the uncertainty in
the novel situations is a natural challenge for constitutional democracies, precisely
for the principle of the rule of law.*” The increasing degree of uncertainty concern-
ing the applicable legal framework and the exercise of power which can exploit
technologies based on legal loopholes also lead one to wonder how to ensure due
process in the algorithmic society. Therefore, the challenges at stake broadly involve
the principle of the rule of law not only for the troubling legal uncertainty relating to
new technologies but also as a limit against the private determination of fundamen-
tal rights protection the boundaries of protection of which are increasingly shaped
and determined by machines. The rule of law can be seen as an instrument to

25

David Lyon, Surveillance Society: Monitoring Everyday Life (Open University Press 2001).

Ibid., Art 22.

*7 Margot Kaminski, “The Right to Explanation, Explained’ (2019) 34(1) Berkeley Technology Law
Journal 189; Antoni Roig, ‘Safeguards for the Right Not to Be Subject to a Decision Based Solely
on Automated Processing (Article 22 GDPR)’ (2017) 8(3) European Journal of Law and Technology 1;
Sandra Wachter etal., ‘Why a Right to Explanation of Automated Decision-Making Does Not Existin
the General Data Protection Regulation’ (2017) 7 International Data Privacy Law 76;
Gianclaudio Malgieri and Giovanni Comandé, ‘Why a Right to Legibility of Automated
Decision-Making Exists in the General Data Protection Regulation” (2017) 7 International Data
Privacy Law 243; Bryce Goodman and Seth Flaxman, ‘European Union Regulations on Algorithmic
Decision-Making and a “Right to Explanation™ (2017) 38(3) Al Magazine 50.

Monroe E. Price, “The Newness of Technology’ (2001) 22 Cardozo Law Review 188s.

Lyria Bennett Moses, ‘How to Think about Law, Regulation and Technology: Problems with
“Technology” as a Regulatory Target’ (2013) 5(1) Law, Innovation and Technology 1.
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10 Oreste Pollicino and Giovanni De Gregorio

measure the degree of accountability, the fairness of application, and the effective-
ness of the law.>” As Krygier observed, it also has the goal of securing freedom from
certain dangers or pathologies.> The rule of law is primarily considered as the
opposite of arbitrary public power. Therefore, it is a constitutional bastion limiting
the exercise of authorities outside any constitutional limit and ensuring that these
limits answer to a common constitutional scheme.

Within this framework, the increasing spread and implementation of algorithmic
technologies in everyday life lead to wondering about the impact of these technolo-
gies on individuals’ fundamental rights and freedoms. This process may tend to
promote a probabilistic approach to the protection of fundamental rights and
democratic values. The rise of probability as the primary dogma of the algorithmic
society raises questions about the future of the principle of rule of law. Legal
certainty is increasingly under pressure by the non-accountable determination of
automated decision-making technologies. Therefore, it is worth focusing on the
regulatory framework which could lead to a balance between ensuring the protec-
tion of democratic values without overwhelming the private sector with dispropor-
tionate obligations suppressing innovation.

1.3 REGULATION AND POLICY

Fundamental rights and democratic values seem to be under pressure in the
information society. This threat for constitutional democracies might lead to won-
dering about the role of regulation and policy within the framework of algorithmic
technologies. The debate about regulating digital technologies started with the
questioning of consolidated notions such as sovereignty and territory.** The case
of Yahoo v. Licra is a paradigmatic example of the constitutional challenges on the
horizon in the early 2000s.>* More precisely, some authors have argued that regula-
tion based on geographical boundaries is unfeasible, so that applying national laws
to the Internet is impossible.>* Precisely, Johnson and Post have held that ‘events on
the Net occur everywhere but nowhere in particular’ and therefore ‘no physical
jurisdiction has a more compelling claim than any other to subject events

3% Recent rulings of the European Court of Justice have highlighted the relevance of the rule of law in

EU legal order. See Case C-64/16, Associagdo Sindical dos Juizes Portugueses v. Tribunal de Contas;

Case C-21618 PPU, LM; Case C-619/18, Commission v. Poland (2018).

Martin Krygier, “The Rule of Law: Legality, Teleology, Sociology’ in Gianlugi Palomblla and

Neil Walker (ed), Relocating the Rule of Law (Hart 2009), 45.

John P. Barlow, ‘A Declaration of Independence of the Cyberspace’ (Electronic Frontier Foundation

1996), www.eff.org/cyberspace-independence.

3 Licra et UEJF v. Yahoo Inc and Yahoo France TGI Paris 22 May 2000. See Joel R. Reidenberg, ‘Yahoo
and Democracy on the Internet’ (2001/2002) 42 Jurimetrics 261; Yahoo!, Inc. v. La Ligue Contre Le
Racisme 169 F Supp 2d 1181 (ND Cal 2001). See Christine Duh, Yahoo Inc. v. LICRA” (2002) 17
Berkeley Technology Law Journal 359.

3 David R. Johnson and David Post, ‘Law and Borders: The Rise of Law in Cyberspace’ (1996) 48(s)
Stanford Law Review 1371.
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1 Constitutional Law in the Algorithmic Society 11

exclusively to its laws’.>* In the cyber-anarchic view, the rise of internet law would
cause the disintegration of state sovereignty over cyberspace,*” thus potentially
making any regulatory attempt irrelevant for the digital environment. This was
already problematic for the principle of the rule of law, since self-regulation of
cyberspace would have marginalised legal norms, de facto undermining any
guarantee.

These positions have partially shown their fallacies, and scholars have underlined
how States are instead available to regulate the digital environment through differ-
ent modalities,>” along with how to solve the problem of enforcement in the digital
space.gg Nonetheless, this is not the end of the story. Indeed, in recent years, new
concerns have arisen as a result of the increasing economic power that some
business actors acquired in the digital environment, especially online platforms.
This economic power was primarily the result of the potentialities of digital tech-
nologies and of the high degree of freedom recognised by constitutional democra-
cies in the private sector.?” The shift from the world of atoms to that of bits has led to
the emergence of new players acting as information gatekeepers that hold significant
economic power with primary effects on individuals” everyday lives.*

Within this framework, while authoritarian States have been shown to impose
their powers online,* constitutional democracies have followed another path. In
this case, public actors rely on the private sector as a proxy in the digital
environment.* The role of the private sector in the digitisation of the public
administration or the urban environment can be considered a paradigmatic rela-
tionship of collaboration between the public and private sectors. Likewise, States
usually rely on the algorithmic enforcement of individual rights online, as in the
case of the removal of illegal content like terrorism or hate speech.® In other words,
the intersection between public and private leads one to wonder just how to avoid
that public values are subject to the determinations of private business interests. The
Snowden revelations have already underlined how much governments rely on

> Ibid., 1376.

36 John Perry Barlow, ‘A Declaration of the Independence of Cyberspace’ (1996) https:/Avww.cff.org/it/
cyberspace-independence.

37 Lawrence Lessig, Code 2.0: Code and Other Laws of Cyberspace (Basic Books 2006); Jack Goldsmith,

‘Against Cybernarchy’ (1998) 65(4) University of Chicago Law Review 1199.

Joel R. Reidenberg, ‘States and Internet Enforcement’ (2004) 1 University of Ottawa Law &

Techonology Journal 213.

39 Giovanni De Gregorio, ‘From Constitutional Freedoms to Power. Protecting Fundamental Rights
Online in the Algorithmic Society’ (2019) 11(2) European Journal of Legal Studies 6.

4 Emily B. Laidlaw, ‘A Framework for Identifying Internet Information Gatekeepers™ (2012) 24
International Review Law, Computers and Technology 3.

# Giovanni De Gregorio and Nicole Stremlau, ‘Internet Shutdowns and the Limits of the Law’ (2020) 14
International Journal of Communication 1.

#  Niva Elkin-Koren and Eldar Haber, ‘Governance by Proxy: Cyber Challenges to Civil Liberties’
(2016) 82 Brookling Law Review 105.

4 Kate Klonick, “The New Governors: The People, Rules, and Processes Governing Online Speech’

(2018) 131 Harvard Law Review 1598.
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12 Oreste Pollicino and Giovanni De Gregorio

Internet companies to extend their surveillance programmes and escape
accountability.** Even if public actors do not act as participants in the market or
a regulator, they operate through an ‘invisible handshake’ based on the cooperation
between market forces and public powers.*

This situation leads constitutional democracies to adopt liberal approaches to
the digital environment, with the result that self-regulation plays a predominant
role. Ordo-liberal thinking considers the market and democracy as two intimate
forces. Nonetheless, when market logics and dynamics based on the maximisa-
tion of profit and private business purposes prevail over the protection of indi-
viduals’ fundamental rights and freedoms, it is worth wondering about the role of
regulation in mitigating this situation. The challenges raised by the implemen-
tation of artificial intelligence technologies compels to define what the proper
legal framework for artificial intelligence requires. The creation of a hard law
framework rather than of a soft law one is not without consequences. Both
options offer a variety of benefits but also suffer from disadvantages, which
should be taken into account when developing a framework for artificial intelli-
gence systems.

Technology is also an opportunity, since it can provide better systems of enforce-
ment of legal rules but also a clear and reliable framework compensating the
fallacies of certain processes.*® There is thus no definitive ‘recipe’ for protecting
democratic values, but there are different means to achieve this result, among which
there is also technology. Indeed, new technologies like automation should not be
considered as a risk per se. The right question to ask instead is whether new
technologies can encourage arbitrary public power and challenges for the rule of
law.*’ The challenges to fundamental rights raised by these technologies would lead
one to avoid approaches based on self-regulation. This strategy may not be sufficient
to ensure the protection of fundamental rights in the information society. At the
same time, it is well-known that hard law can represent a hurdle to innovation,
leading to other drawbacks for the development of the internal market, precisely
considering the global development of algorithmic technologies. In the case of the
European proposal for the Artificial Intelligence Act,* the top-down approach of the
Union, which aims to leave small margins to self-regulation, might be an attempt to
protect the internal market from algorithmic tools which would not comply with the

David Lyon, Surveillance after Snowden (Polity Press 2015).

#  Niva Elkin-Koren and Micheal Birnhack, “The Invisible Handshake: The Reemergence of the State

in the Digital Environment’ (2003) 8 Virginia Journal of Law & Technology.

Steven Malby, ‘Strengthening the Rule of Law through Technology’ (2017) 43 Commonwealth Law

Bulletin 307.

# Mireille Hildebrandt, “The Artificial Intelligence of European Union Law’ (2020) 21 German Law
Journal 74.

# Proposal for Regulation of the European Parliament and of the Council laying down Harmonised

Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending certain Union Legislative

Acts COM (2021) 206 final.

Downloaded from https://www.cambridge.org/core. IP address: 93.34.132.157, on 12 Nov 2021 at 09:41:02, subject to the Cambridge Core terms
of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/831B39F76C7870B330052D852D598F98


https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/831B39F76C7870B330052D852D598F98
https://www.cambridge.org/core

1 Constitutional Law in the Algorithmic Society 13

European standard of protection. Rather than making operators accountable for
developing and implementing artificial intelligence systems, the regulation aims to
prevent the consolidation of external standards.

Therefore, a fully harmonised approach would constitute a sound solution to
provide a common framework and avoid fragmentation, which could undermine
the aim of ensuring the same level of protection of fundamental rights. Besides, co-
regulation in specific domains could ensure that public actors are involved in
determining the values and principles underpinning the development of algorith-
mic technologies while leaving the private sector room to implement these tech-
nologies under the guidance of constitutional principles. The principle of the rule of
law constitutes a clear guide for public actors which intend to implement technolo-
gies for public tasks and services. To avoid any effect on the trust and accountability
of the public sector, consistency between the implementation of technology and the
law is critical for legal certainty. Nonetheless, it is worth stressing that this is not an
easy task. Even when legislation is well designed, limiting public power within the
principle of legality could be difficult to achieve from different perspectives, like the
lack of expertise or the limited budget to deal with the new technological scenario.*?
Besides, with the lack of any regulation, private actors are not required to comply
with constitutional safeguards. In this case, the threats for the principle of the rule of
law are different and linked to the possibility that private actors develop a set of
private standards clashing with public values, precisely when their economic free-
doms turn into forms of power.

The COVID-19 pandemic has highlighted the relevance of online platforms in
the information society. For instance, Amazon provided deliveries during the
lockdown phase, while Google and Apple offered their technology for contact-
tracing apps.” These actors have played a critical role in providing services which
other businesses or even the State had failed to deliver promptly. The COVID-19
crisis has led these actors to become increasingly involved in our daily lives,
becoming part of our social structure.

Nonetheless, commentary has not been exclusively positive. The model of the
contact-tracing app proposed by these tech giants has raised various privacy and
data protection concerns.”’ The pandemic has also shown how artificial intelli-
gence can affect fundamental rights online without human oversight. Once
Facebook and Google sent their moderators home, the effects of these measures
extended to the process of content moderation, resulting in the suspension of
various accounts and the removal of some content, even though there was no

# Roger Brownsword, “Technological Management and the Rule of Law’ (2016) 8(1) Law Innovation

and Technology 100.

‘Privacy-Preserving Contact Tracing’ Apple.com (accessed 30 July 2020) at www.apple.com/covidig/

contacttracing.

> Jennifer Daskal and Matt Perault, “The Apple-Google Contact Tracing System Won’t Work. It Still
Deserves Praise’ Slate (22 May 2020) at https://slate.com/technology/2020/05/apple-google-contact-
tracing-app-privacy.html.
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specific reason for it.”* This situation not only affected users’ right to freedom of
expression but also led to discriminatory results and to the spread of disinforma-
tion, thus pushing one to wonder about the roles and responsibilities of private
actors in the information society.

1.4 THE ROLE AND RESPONSIBILITIES OF PRIVATE ACTORS

At the advent of the digital era, the rise of new private actors could be seen merely as
a matter of freedom. The primary legal (but also economic) issue thus was that of
protecting such freedom while, at the same time, preventing any possible abuse
thereof. This is the reason why competition law turned out to be a privileged tool in
this respect,” sometimes in combination with ex ante regulation. Constitutional
democracies have adopted a liberal approach — for instance, exempting online
intermediaries from liability and providing a minimum regulation to ensure
a common legal environment for circulating personal data.>* Such an approach
was aimed at preserving a new environment, which, at the end of the last century,
seemed to promise a new phase of opportunities.

Thanks to minimum intervention in the digital environment, the technological
factor played a crucial role. The mix of market and automated decision-making
technologies has led to the transformation of economic freedoms into something
that resembles the exercise of powers as vested in public authorities. The implemen-
tation of algorithmic technologies to process vast amounts of information and data is
not exclusively a matter of profits any longer. Such a power can be observed from
many different perspectives, like in the field of competition law, as economic and
data power.>> For the purposes of constitutional law, the concerns are instead about
forms of freedoms which resemble the exercise of authority. The development of
new digital and algorithmic technologies has led to the rise of new opportunities to
foster freedom but also to the consolidation of powers proposing a private model of
protection and governance of users. The freedom to conduct business has now
turned into a new dimension, namely that of private power, which — it goes without
saying — brings significant challenges to the role and tools of constitutional law.

One may actually wonder where the connection between algorithms and powers
lies, apparently so far, but in fact, so close. To explain why these two expressions are
connected, we argue that the implementation of the former on a large scale has the

52 Elizabeth Dwoskin and Nitasha Tiku, ‘Facebook Sent Home Thousands of Human Moderators due
to the Coronavirus. Now the Algorithms Are in Charge’ The Washington Post (24 March 2020) at www
.washingtonpost.com/technology/2020/03/23/facebook-moderators-coronavirus.

53 Angela Daly, Private Power, Online Information Flows and EU Law: Mind the Gap (Hart 20106).

>+ Directive 2000/31/EC of the European Parliament and of the Council of 8 June 2000 on certain legal
aspects of information society services, in particular, electronic commerce, in the Internal Market
(‘Directive on electronic commerce’) (2000) OJ L 178/1.

> Inge Graef, EU Competition Law, Data Protection and Online Platforms: Data as Essential Facility
(Wolter Kluwer 2016).
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potential to give rise to a further transmutation of the classic role of constitutionalism
and constitutional theory, in addition to that already caused by the shift from the world

of atoms to the world of bits,*°

where constitutionalism becomes ‘digital constitution-
alism’ and power is relocated between different actors in the information society.>”
This statement needs an attempt to clarification. As is well-known, constitutional
theory frames powers as historically vested in public authorities, which by default hold
the monopoly on violence under the social contract.>® It is no coincidence that
constitutional law was built around the functioning of public authorities. The goal
of constitutions (and thus of constitutional law) is to allocate powers between institu-
tions and to make sure that proper limits are set to constrain their action, with a view to
preventing any abuse.”® In other words, the original mission of constitutionalism was
to set some mechanisms to restrict government power through self-binding principles,
including by providing different forms of separation of powers and constitutional
review. To reach this goal, it is crucial to focus on the exploration of the most
disruptive challenges which the emergence of private powers has posed to the modern
constitutional state and the various policy options for facing said transformations. This
requires questioning the role that constitutions play in the information society and
leads one to investigate whether constitutions can and should do something in light of
the emergence of new powers other than those exercised by public authorities. Our
claim is that if constitutions are meant as binding on public authorities, something
new has to be developed to create constraints on private actors.

Therefore, focusing on the reasons behind the shift from freedom to conduct
business to private power becomes crucial to understanding the challenges for
constitutional law in the algorithmic society. Private actors other than traditional
public authorities are now vested with some forms of power that are no longer
economic in nature. The apparently strange couple ‘power and algorithms’ does
actually make sense and triggers new challenges in the specific context of demo-
cratic constitutionalism. Algorithms, as a matter of fact, allow to carry out activities
of various nature that may significantly affect individuals’ rights and freedoms.
Individuals may not notice that many decisions are carried out in an automated
manner without, at least prima facie, any chance of control for them. A broad range
of decision-making activities are increasingly delegated to algorithms which can
advise and in some cases make decisions based on the data they process. As scholars
have observed, ‘how we perceive and understand our environments and interact
with them and each other is increasingly mediated by ;;1lgori’[hms’.(’O In other words,
algorithms are not necessarily driven by the pursuit of public interests but are instead

56 Nicholas Negroponte, Being Digital (Alfred A. Knopf 1993).

Giovanni De Gregorio, “The Rise of Digital Constitutionalism in the European Union’ (2021)

International Journal of Constitutional Law.

58 Thomas Hobbes, The Leviathan (1651).

* Andras Sajo and Renata Uitz, The Constitution of Freedom: An Introduction to Legal
Constitutionalism (Oxford University Press 2017).

% Mittlestadt et al. (n 11), 1.

57
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sensitive to business needs. Said concerns are even more serious in light of the
learning capabilities of algorithms, which — by introducing a degree of autonomy
and thus unpredictability — are likely to undermine ‘accountability’ and the human
understanding of the decision-making process. For instance, the opacity of algo-
rithms is seen by scholars as a possible cause of discrimination or differentiation
between individuals when it comes to activities such as profiling and scoring.(’1

In the lack of any regulation, the global activity of online platforms contributes to
producing a para-legal environment on a global scale competing with States” author-
ities. The consolidation of these areas of private power is a troubling process for
democracy. Indeed, even if, at a first glance, democratic States are open environments
for pluralism flourishing through fundamental rights and freedoms, at the same time
their stability can be undermined when those freedoms transform into new founding
powers overcoming basic principles such as the respect of the rule of law. In this
situation, there is no effective form of participation or representation of citizens in
determining the rules governing their community. In other words, the creation of
a private legal framework outside any representative mechanism is a threat to democ-
racy due to the marginalisation of citizens and their representatives from law-making
and enforcement. 'This situation shows why it is important to focus on the constitu-
tional remedies to solve the imbalances of powers in the algorithmic society.

1.5 CONSTITUTIONAL REMEDIES

Within this troubling framework for the protection of fundamental rights and
democracies, constitutional law could provide two paths. The first concerns the
possible horizontal application of fundamental rights vis-a-vis private parties.
The second focuses instead on the path that could be followed in the new season
of digital constitutionalism and on a constellation of new rights that could be
identified to deal with the new challenges posed by algorithms.

A good starting point is Alexy’s assumption that the issue of the horizontal effect of
fundamental rights protected by constitutions (and bills of rights) cannot be
detached in theoretical terms from the more general issue of the direct effect of

62

those rights.” In other words, according to the German legal theorist, once it is
recognised that a fundamental right has a direct effect, that recognition must be
characterised by a dual dimension. The first vertical dimension concerns the classic
relationship of ‘public authority vs individual freedom’, while the second horizontal
dimension focuses on the relationship between privates but also, as mentioned
previously, the much less classic relationship between new private powers and

individuals/users.

% Danielle K. Citron and F. Pasquale, “The Scored Society: Due Process for Automated Predictions’
(2014) 89 Washington Law Review 1; Tal Zarsky, “Transparent Predictions’ (2013) 4 University of Illinois
Law Review 1507.

%2 Robert Alexy, A Theory of Constitutional Rights (Oxford University Press 2002), 570.
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The problem with Alexy’s assumption, which is quite convincing from
a theoretical point of view, is that the shift from the Olympus of the legal theorist
to the arena of the law in action risks neglecting the fact that the approach of courts
from different jurisdictions might be quite different, as far as the concrete recogni-
tion of the horizontal effect of fundamental rights is concerned. This should not
come as any surprise because the forms and limits of that recognition depend on the
cultural and historical crucible in which a specific constitutional order is cultivated.

As far as the United States is concerned, the state action doctrine apparently
precludes any possibility to apply the US Federal Bill of Rights between private parties
and consequently any ability for individuals to rely on such horizontal effects, and
accordingly to enforce fundamental rights vis-a-vis private actors.”> The reason for this
resistance to accepting any general horizontal effect to the rights protected by the US
Federal Bill of Rights is obviously that the cultural and historical basis for US constitu-
tionalism is rooted in the values of liberty, individual freedom, and private autonomy.
The state action doctrine is critical to understanding the scope of the rights enshrined in
the US Constitution. Indeed, were the fundamental rights protected by the US
Constitution to be extended to non-public actors, this would result in an inevitable
compression of the sphere of freedom of individuals and, more generally, private actors.
For instance, such friction is evident when focusing on the right to free speech, which
can only be directly enforced vis-a-vis public actors. Historically, the state action
doctrine owes its origins to the civil rights cases, a series of rulings dating back to 1883
in which the US Supreme Court recognised the power of the US Congress to prohibit
racially based discrimination by private individuals in the light of the Thirteenth and
Fourteenth Amendments. Even in the area of freedom of expression, the US Supreme
Court extended the scope of the First Amendment to include private actors on the
grounds where they are substantially equivalent to a state actor.

In Marsh v. Alabama,** the US Supreme Court held that the State of Alabama
had violated the First Amendment by prohibiting the distribution of religious
material by members of the Jehovah’s Witness community within a corporate
town which, although privately owned, could be considered to perform
a substantially recognisable ‘public function’ in spite of the fact that, formally
speaking, it was privately owned. In Amalgamated Food Emps. Union Local 590
v. Logan Valley Plaza,” the US Supreme Court considered a shopping centre
% the

US Supreme Court held that equivalence should be assessed in the exercise of

similar to the corporate town in Marsh. In Jackson v. Metropolitan Edison,

powers traditionally reserved exclusively to the state. Nonetheless, in Manhattan

% Stephen Gardbaum, ‘The “Horizontal Effect” of Constitutional Rights’ (2003) 102 Michigan Law

Review, 388; Mark Tushnet, “The Issue of State Action/Horizontal Effect in Comparative
Constitutional Law’ (2003) 1 International Journal of Constitutional Law 79; Wilson R. Huhn, “The
State Action Doctrine and the Principle of Democratic Choice’ (2006) 84 Hofstra Law Review 1380.

% Marsh v. Alabama 326 U.S. 501 (1946).

% Amalgamated Food Emps Union Local 590 v. Logan Valley Plaza 391 U.S. 308 (1968).

86 Jackson v. Metropolitan Edison Co 419 U.S. 345 (1974).
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Community Access Corp. v. Halleck,”” the US Supreme Court more recently
adopted a narrow approach to the state action doctrine, recalling in particular, its
precedent in Hudgens v. NLRB.

This narrow approach is also the standard for protecting fundamental rights in the
digital domain, and consequently, the US Supreme Court seemingly restricts the
possibility of enforcing the free speech protections enshrined in the First
Amendment against digital platforms, as new private powers.”> More specifically,
and more convincingly, it has been observed by Berman that the need to call into
question the implications of a radical state action doctrine” can lead, in the digital
age, to the transformation of cyberspace into a totally private ‘constitution free
zone’.”" Balkin has recently highlighted a shift in the well-established paradigm of
free speech, described as a triangle involving nation-states, private infrastructure,
and speakers.” In particular, digital infrastructure companies must be regarded as
governors of social spaces instead of mere conduit providers or platforms. This new
scenario, in Balkin’s view, leads to a new school of speech regulation triggered by the
dangers of abuse by the privatised bureaucracies that govern end-users arbitrarily and
without due process and transparency; it also entails the danger of digital surveil-
lance which facilitates manipulation.”

Despite the proposal that a ‘functional approach’ be adopted’* and partial
attempts to reveal the limits on fully embracing the state action doctrine in the
digital age, the US Supreme Court recently confirmed in its case law the classic view
of the intangibility of the state action doctrine.” However, even one of the US
scholars who is more keenly aware of the de facto public functions carried out by the
digital platforms concedes that

however important Facebook or Google may be to our speech environment, it
seems much harder to say that they are acting like the government all but in name.
It is true that one’s life may be heavily influenced by these and other large
companies, but influence alone cannot be the criterion for what makes something
a state actor; in that case, every employer would be a state actor, and perhaps so
would nearly every family.”®

Manhattan Community Access Corp v. Halleck 587 U.S. ___ (2019).

% Hudgens v. NLRB 424 U.S. 507 (1976).

Jonathan Peters, “The “Sovereigns of Cyberspace” and State Action: The First Amendment’s

Application (or Lack Thereof) to Third-Party Platforms’ (2017) 32 Berkeley Technology Law

Journal 989.

7> Paul S. Berman, ‘Cyberspace and the State Action Debate: The Cultural Value of Applying
Constitutional Norms to ‘Private’ Regulation’ (2000) 71 University of Colorado Law Review 1263.

7 Bassini (n 42) 182.

72 Jack M. Balkin, ‘Free Speech Is a Triangle’ (2012) 18 Columbia Law Review.

73 Balkin (n 44).

7+ Peters (n 81) 102224,

75 Manhattan Community Access Corp v. Halleck (n 79).

7 Tim Wu, ‘Ts first Amendment Obsolete?” in Lee C. Bollinger and Geoffrey R. Stone (eds), Free Speech

Century (Oxford University Press, 2019) 272.
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Shifting from the United States to Europe, the relevant historical, cultural, and
consequently constitutional milieu is clearly very different. The constitutional
keyword is Drittwirkung, a legal concept originally developed in the 1950s by the
German Constitutional Court,”” presuming that an individual plaintiff can rely on
a national bill of rights to sue another private individual alleging the violation of
those rights. In other words, it can be defined as a form of horizontality in action or
a total constitution.”” Tt is a legal concept that, as mentioned, has its roots in
Germany and then subsequently migrated to many other constitutional jurisdic-
tions, exerting a strong influence even on the case law of the CJEU and ECtHR.”

It should not come as any surprise that a difference emerged between the US and
Furopean constitutional practices in regard to the recognition of horizontal effects
on fundamental rights. As previously noted, individual freedom and private auton-
omy are not constitutionally compatible with such recognition. On the other hand,
however, human dignity as a super-constitutional principle supports such recogni-
tion, at least in theory.”® The very concept of the abuse of rights, which is not
recognised under US constitutional law, while instead being explicitly codified in
the ECHR and the EUCFR,” seems to reflect the same Euro-centric approach.

In the light of this scenario, it is no coincidence that, as early as 1976, the CJEU
decided in Defrenne II to acknowledge and enforce the obligation for private
employers (and the corresponding right of employees) to ensure equal pay for
equal work, in relation to a provision of the former Treaty establishing the
European Economic Community.** Article 119 of the EC Treaty was unequivocally
and exclusively addressed to Member States. It provided that ‘each Member State
shall ensure that the principle of equal pay for male and female workers for work of
equal value is applied’. When compared to the wording of that provision, it could be
observed that each provision of the EUCFR is more detailed and, therefore, more
amenable to potential horizontal direct effect. It is no coincidence that, in 2014,
while in AMS the CJEU adopted a minimalist approach to the possible horizontal
direct effect only of those provisions of the EU Charter of Fundamental Rights from

77 'The Liith case concemned a querelle about the distribution of the anti-Semitic movie “Jiid Jiiss” in
a private location. Following the conviction, Liith appealed to the German Constitutional Court
complaining about the violation of her freedom of expression. The German Constitutional Court,
therefore, addressed a question relating to the extension of constitutional rights in a private relationship.
In this case, for the first time, the German court argued that constitutional rights not only constitute
individual claims against the state but also constitute a set of values that apply in all areas of law by
providing axiological indications to the legislative power, executive, and judicial. In the present case, the
protection of freedom of expression does not only develop vertically towards the state but also
horizontally since civil law rules must be interpreted according to the spirit of the German
Constitution. German Constitutional Court, judgment of 15 January 1958, BVerfGE 7, 198.

Mattias Kumm, ‘Who Is Afraid of the Total Constitution? Constitutional Rights as Principles and the
Constitutionalization of Private Law’ (2000) 7(4) German Law Journal 341.

79 XeYv. The Netherlands, App no 8978/80, judgment of 26 March 198s.

8 Catherine Dupré, The Age of Dignity. Human Rights and Constitutionalism in Europe (Hart 2016).
8 Art 17 ECHR; Art 54 EUCFR.

% Case C-43/75 Defrenne v. Sabena [1976] ECR 435.
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which it could derive a legal right for individuals and not simply a principle, it also
applied Articles 7 and 8§ EUCFR in relation to the enforcement of digital privacy
rights, specifically against search engines in Google Spain.”

Several years later, the CJEU had the opportunity to further develop the horizontal
application of the EUCFR. More specifically, in four judgments from 2018 -
Egenberger,™ IR v. ]Q,” Bauer,*® and Max Planck” — the CJEU definitively clarified
the horizontal scope of Articles 21, 31(2), and 47 of the EUCFR within disputes
between private parties.88 In the light of the emerging scenario, it seems clear that
a potential initial answer to the new challenges of constitutional law in the age of new
private powers could be found in the brave horizontal enforcement of fundamental
rights, especially in the field of freedom of expression and privacy and data protection.

However, as mentioned previously, it is also worth reaching beyond the debate
about the horizontal vertical effects of fundamental rights in the digital age in order
to suggest an alternative weapon for the challenges that will need to be faced during
the new round of digital constitutionalism. Most notably, it is necessary to design
a frame that describes the relationship between the three parties that Balkin puts at
the heart of the information society: platforms, states, and individuals.” In other
words, a digital habeas corpus of substantive and procedural rights should be identi-
fied, which can be enforced by the courts as they are inferred from existing rights

9o

protected under current digital constitutionalism.”” Therefore, a new set of rights

can be derived by such revisited understanding of individuals in the new digital
context — among others, the right that decisions impacting the legal and political
sphere of individuals are undertaken by human beings, and not exclusively by
machines, even the most advanced and efficient ones.

The significant shift of paradigm that individuals are witnessing in their relation-
ship with power thus requires to revisit their traditional status and to focus on a set of
rights that can be enforced vis-a-vis not only governmental powers but also private

actors. In particular, hard law could certainly play a role in order to remedy the lack

5 Google Spain (n 41).

84 Case C-41416 Vera Egenberger v. Evangelisches Werk fiir Diakonie und Entwicklung eV. ECLLEU:
C:2018:257.

85 Case C-68/7 IR v. JO, ECLI:EU:C:2018:696.

5 Joined Cases C-569h6 and C-570h6 Stadt Wuppertal v. Maria Elisabeth Bauer and Volker
Willmeroth v. Martina Brofionn, ECLI:EU:C:2018:871.

5 Case C-684/16 Max-Planck-Gesellschaft zur Férderung der Wissenschaften eV v. Tetsuji Shimizu,
ECLIEU:C:2018:874.

8 Aurelia Colombi Ciacchi, “The Direct Horizontal Effect of EU Fundamental Rights: EC]J

17 April 2018, Case C-41416, Vera Egenberger v. Evangelisches Werk fir Diakonie und

Entwicklung e.V. and ECJ 11 September 2018, Case C-68/17, IR v. JO' (2019) 15(2) European

Constitutional Law Review 294; Eleni Frantziou, The Horizontal Effect of Fundamental Rights in

the European Union: A Constitutional Analysis (Oxford University Press 2019); Sonya Walkila,

Horizontal Effect of Fundamental Rights in EU Law (Europa Law Publishing 2016).

Jack Balkin, ‘Free Speech in the Algorithmic Society: Big Data, Private Governance, and New School

Speech Regulation’ (2018) 51 University of California Davis 1151.

99 De Gregorio (n 50).
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1 Constitutional Law in the Algorithmic Society 21

of fairness, transparency, and accountability which appears as the most important
challenge to face in respect of the implementation of algorithmic systems. Although
ensuring transparency could be complex, for multiple reasons such as trade secrets,
it is possible to mitigate this issue by granting different forms of transparency and
defining some procedural safeguards, which online platforms should abide by when
making decisions which, otherwise, would be deprived of any public guarantee.
While substantive rights concern the status of individuals as subjects of a kind of
sovereign power that is no longer exclusively vested in public authorities, procedural
rights stem from the expectation that individuals have of claiming and enforcing
their rights before bodies other than traditional jurisdictional bodies, which employ
methods different from judicial discretion, such as technological and horizontal due
process. As a result of this call for algorithmic accountability, a new set of substantive
and procedural rights would constitute an attempt to remedy the weakness and the
transparency gap that individuals suffer from their technologically biased relation-
ship with private actors and the lack of any bargaining power.

The right to explanation is only just one of the new rights that could contribute to
mitigating the lack of fairness, transparency, and accountability in automated deci-
sion-making. Indeed, together with the right to obtain information on the way their
data are being processed, individuals should also rely on a right to easy access (right
to accessibility) and on a right to obtain translation from the language of technology
to the language of human beings. While the former is meant as the right to be
provided with the possibility to interact with algorithms and digital platforms
implementing the use thereof, the latter requires the use of simple, clear, and
understandable information and allows users not only to rely on, for example, the
reasons for the removal of online content, but also to better exercise their rights
before a judicial or administrative body.

These substantive rights find their justification in the ‘hidden price’ that individ-
ual users pay to digital platforms, while enjoying their services apparently free of
charge — a cost that is not limited to personal data. Human behaviours, feelings,
emotions, and political choices as well have a value for algorithms, most notably to
the extent that they help machines learn something about individual reactions based
on certain inputs. The new set of rights seems to respond to Pasquale’s questions
about the transparency gap between users and digital platforms:

Without knowing what Google actually does when it ranks sites, we cannot assess
when it is acting in good faith to help users, and when it is biasing results to favour its
own commercial interests. The same goes for status updates on Facebook, trending
topics on Twitter, and even network management practices at telephone and cable
companies. All these are protected by laws of secrecy and technologies of
obfuscation.”"

9 Frank Pasquale, The Black Box Society. The Secret Algorithms That Control Money and Information
(Harvard University Press 2015).
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If, on the one hand, this new digital pactum subjectionis requires new rights being
recognised and protected, it is also necessary to understand how their enforcement
can be effective and how they can actually be put into place. This new set of
substantive rights is associated with the need for certain procedural guarantees that
allow individuals to ensure that these expectations can actually be met. Therefore, it
is necessary to investigate also the ‘procedural counterweight’ of the creation of new
substantive rights, focusing on the fairness of the process through which individuals
may enforce them. Indeed, since within existing literature the focus up to date has
been on the exercise of powers, there is no reason to exclude from the scope of
application of procedural guarantees those situations where powers are conferred
upon private bodies charged with the performance of public functions.”

Digital platforms can be said to exercise administrative powers which are nor-
mally vested in public authorities. However, looking at the way rights can be
exercised vis-a-vis these new actors, vagueness and opacity can still be noticed in
the relevant procedures. Among others, the right to be forgotten shows in a clear way
the lack of appropriate procedural safeguards, since steps such as the evaluation of
the requests of delisting and the adoption of the relevant measures (whether consist-
ing of the removal of a link or of the confirmation of its lawfulness) entirely rely on
a discretionary assessment supported by the use of algorithms. Therefore, the mere
horizontal application of the fundamental right to protection of personal data
enshrined in Article 8 of the Charter of Fundamental Rights of the European
Union does not prove to be satisfactory. Also, the notice and takedown mechanisms
implemented by platforms hosting user-generated content and social networks do
not entirely meet the requirements of transparency and fairness that make the status
of users/individuals enforcing their rights vis-a-vis them comparable to the status of
citizens exercising their rights against public authorities.

In order for these new substantive rights to be actually protected, and made
enforceable vis-a-vis the emerging private actors, procedural rights play a pivotal
role. Crawford and Schultz have explored the need to frame a ‘procedural data due
process’.”? The application of such a technological due process would also impact
the substantive rights, as they should preserve, in accordance with the Redish and
Marshall model of due process, values such as accuracy; appearance of fairness;
equality of inputs; predictability, transparency, and rationality; participation;
revelation; and privacy-dignity.”* The due process traditional function of keeping
powers separate has to be fine-tuned with the specific context of algorithms, where
interactions occur between various actors (algorithm designers, adjudicators, and
individuals). Citron has pointed out some requirements that automated systems

9% Giacinto della Cananea, Due Process of Law Beyond the State (Oxford University Press 2016).

93 Kate Crawford and Jason Schultz, ‘Big Data and Due Process: Toward a Framework to Redress
Predictive Privacy Harms’ (2014) 55 Boston College Law Review 93.

9% Martin Redish and Lawrence Marshall, ‘Adjudicatory Independence and the Values of Procedural
Due Process’ (1986) 95(3) Yale Law Journal 455.
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should meet in order to fulfil the procedural due process, including (a) adequate
notice to be given to individuals affected by the decision-making process; (b)
opportunity for individuals of being heard before the decision is released; (c)
and record, audits, or judicial review.”> According to Crawford and Schultz’s
model of procedural data due process, the notice requirement can be fulfilled by
providing individuals with ‘an opportunity to intervene in the predictive process’
and to know (i.e., to obtain an explanation about) the type of predictions and the
sources of data. Besides, the right to being heard is seen as a tool for ensuring that
once data are disclosed, individuals have a chance to challenge the fairness of the
predictive process. The right to being heard thus implies having access to
a computer program’s source code, or to the logic of a computer program’s
decision. Lastly, this model requires guarantees of impartiality of the ‘adjudicator’,
including judicial review, to ensure that individuals do not suffer from any bias
while being subject to predictive decisions.

The proposal for the Digital Services Act provides an example of these procedural
safeguards limiting platforms’ powers.”® With the goal of defining a path towards the
digital age, the proposal maintains the rules of liability for online intermediaries,
now established as the foundation of the digital economy and instrumental to the
protection of fundamental rights. In fact, based on the proposal, there will no
changes in the liability system but rather some additions which aim to increase
the level of transparency and accountability of online platforms. It is no coincidence
that, among the proposed measures, the DSA introduces new obligations of due
diligence and transparency with particular reference to the procedure of notice and
takedown and redress mechanisms.

1.6 CONCLUSIONS

Algorithmic systems have contributed to the introduction of new paths for innov-
ation, thus producing positive effects for society as a whole, including fundamental
rights and freedoms. Technology is also an opportunity for constitutional democra-
cies. Artificial intelligence can provide better systems of enforcement of legal rules
or improve the performance of public services. Nonetheless, the domain of inscrut-
able algorithms characterising contemporary society challenges the protection of
fundamental rights and democratic values while encouraging lawmakers to find
a regulatory framework balancing risk and innovation, considering the role and
responsibilities of private actors in the algorithmic society.

The challenges raised by artificial intelligence technologies are not limited to
freedom of expression, privacy, and data protection. Constitutional democracies

95 Danielle K. Citron, “Technological Due Process’ (2008) 85(6) Washington University Law Review
1249.

Proposal for a Regulation of the European Parliament and of the Council on Contestable and Fair
Markets in the Digital Sector (Digital Markets Act) COM (2020) 842 final.

96
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are under pressure to ensure legal certainty and predictability of automated
decision-making processes which can collectively affect democratic values.
Individuals are increasingly surrounded by ubiquitous systems that do not always
ensure the possibility of understanding and controlling their underlying tech-
nologies. Leaving algorithms without any safeguards would mean opening the
way towards techno-determinism, allowing the actors who govern these auto-
mated systems to arbitrarily determine the standard of protection of rights and
freedoms at a transnational level under the logics of digital capitalism. This is why
it is critical to understand the role of regulation in the field of artificial intelli-
gence, where cooperative efforts between the public and private sector could lead
to a balanced approach between risk and innovation. Constitutional democracies
cannot leave private actors to acquire areas of power outside constitutional limits.

Within this framework, both the horizontal effect doctrines and new substantive
and procedural rights seem to be promising candidates among the available remed-
ies. In the face of these challenges, it is likely that ius dicere will by no means lose its
predominant role over political power acquired in recent years. The challenges
raised by new automated technologies are likely to operate as a call for courts to
protect fundamental rights in the information society while increasing pressures on
lawmakers to adopt new rights and safeguards.”” It is conceivable that, despite the
codification of new safeguards, the role of courts in interpreting the challenges
raised by new technologies is far from being exhausted, also due to the role of online
platforms. Indeed, artificial intelligence technologies have raised different questions
concerning the protection of fundamental rights, which still have not been answered
through the political process. We have seen how constitutional law can provide
some solutions to these new challenges. Nonetheless, in the absence of any form of
regulation, the role of courts is likely to be predominant. The COVID-19 pandemic
has only amplified this dynamic. It has confirmed the role of legislative inertia in the
face of the new challenges associated with the implementation of technology and
the increasing role of online platforms in providing services and new solutions to
combat the global pandemic.

Therefore, the primary challenge for constitutional democracies in the algorith-
mic society might be to limit the rise of global private powers replacing democratic
values with private determinations. This does not entail intervening in the market or
adopting a liberal approach, but involves defining a constitutional framework where
public and private powers are bound by safeguards and procedures.

97 Oreste Pollicino, Judicial Protection of Fundamental Rights on the Internet. A Road Towards Digital
Constitutionalism? (Hart 2021).
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Fundamental Rights and the Rule of Law in the Algorithmic
Society

Andrea Simoncini and Erik Longo

2.1 NEW TECHNOLOGIES AND THE RISE OF THE ALGORITHMIC
SOCIETY

New technologies offer human agents entirely new ways of doing things." However,
as history shows, ‘practical’” innovations always bring with them more significant
changes. Each new option introduced by technological evolution allowing new
forms affects the substance, eventually changing the way humans think and relate to
each other.” The transformation is especially true when we consider information
and communication technologies (so-called ICT); as indicated by Marshall
McLuhan, ‘the media is the message’.? Furthermore, this scenario has been accel-
erated by the appearance of artificial intelligence systems (AIS), based on the
application of machine learning (ML).

These new technologies not only allow people to find information at an
incredible speed; they also recast decision-making processes once in the exclu-
sive remit of human beings.* By learning from vast amounts of data — the so-
called Big Data — AIS offer predictions, evaluations, and hypotheses that go
beyond the mere application of pre-existing rules or programs. They instead
‘induce’ their own rules of action from data analysis; in a word, they make
autonomous decisions.’

' Pedro Domingos, The Master Algorithm: How the Quest for the Ultimate Learning Machine Will
Remake Our World (Basic Books 2015).

One of the most prominent prophets of the idea of a new kind of progress generated through the use of
technologies is surely Jeremy Rifkin. See his book The Zero Marginal Cost Society: The Internet of
Things, the Collaborative Commons, and the Eclipse of Capitalism (St. Martin’s Press 2014).

> Marshall McLuhan and Quentin Fiore, The Medium Is the Massage (Ginko Press 1967).

+  Committee of Experts on Internet Intermediaries of the Council of Europe (MSI-NET), ‘Algorithms
and Human Rights. Study on the Human Rights Dimensions of Automated Data Processing
Techniques and Possible Regulatory Implications’ (2016) DGI(2017)12.

According to the European Parliament, ‘Resolution of 16 February 2017 with recommendations to the
Commission on Civil Law Rules on Robotics (2015/2103(INL))" (PS8_TA(2017)0051, Bruxelles),
‘a robot’s autonomy can be defined as the ability to take decisions and implement them in the outside
world, independently of external control or influence.’

w
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28 Andrea Simoncini and Erik Longo

We have entered a new era, where big multinational firms (called ‘platforms’) use
algorithms and artificial intelligence to govern vast communities of people.”
Conversely, data generated by those platforms fuel the engine of the ‘Algorithmic
Society’.”

From this point of view, the Algorithmic Society is a distinctive evolution of the
‘Information Society’,” where a new kind of ‘mass-surveillance’ becomes possible.”

This progress generates a mixture of excitement and anxiety."” The development
of algorithms and artificial intelligence technologies is becoming ubiquitous, omni-
present, and seemingly omnipotent. They promise to eliminate our errors and make
our decisions better suited for any purpose.”

In this perspective, a relatively old prophecy, predicted by Herbert Marcuse in
one of the ‘red books™ of that massive socio-political movement usually known as
1968’, The One-Dimensional Man, becomes reality. Marcuse starts the first page of
that seminal book as follows:

A comfortable, smooth, reasonable, democratic unfreedom prevails in advanced
industrial civilization, a token of technical progress.

Indeed, what could be more rational than the suppression of individuality in the
mechanization of socially necessary but painful performances; . .. That this techno-
logical order also involves a political and intellectual coordination may be
a regrettable and yet promising development. The rights and liberties which were
such vital factors in the origins and earlier stages of industrial society yield to a higher
stage of this society: they are losing their traditional rationale and content. ...

To the degree to which freedom from want, the concrete substance of all
freedom, is becoming a real possibility. The liberties that pertain to a state of
lower productivity are losing their former content. ... In this respect, it seems to

®  According to Statista, Facebook is the biggest social network platform worldwide, with more than

2.7 billion monthly active users in the second quarter of 2020. During the last reported quarter, the
company stated that 3.4 billion people were using at least one of the company’s core
products (Facebook, WhatsApp, Instagram, or Messenger) each month. To the contrary, as of the
end of 2019, Twitter had 152 million monetizable daily active users worldwide.

Jack M. Balkin, Free Speech in the Algorithmic Society: Big Data, Private Governance, and New
School Speech Regulation’ (2017) 51 UCDL Rev 1149; Agnieszka M. Walorska, “The Algorithmic
Society’ in Denise Feldner (ed), Redesigning Organizations Concepts for the Connected Society
(Springer 2020); Giovanni De Gregorio, ‘From Constitutional Freedoms to the Power of the
Platforms: Protecting Fundamental Rights Online in the Algorithmic Society’ (2018) 11 Eur | Legal
Stud 65.

Frank Webster, Theories of the Information Society, 4th ed. (Routledge 2014).

9 Neil M. Richards, “The Dangers of Surveillance’ (2012) 126 Harv L Rev 1934;

Jonathan Zittrain, The Future of the Internet — And How to Stop It (Yale University Press 2008);
Cary Coglianese and David Lehr, ‘Regulating by Robot: Administrative Decision Making in the
Machine-Learning Era’ (2016) 105 Geo L] 1147. Responsibility for the production of recent anxiety in
large part can be attributed to Nick Bostrom, Superintelligence (Oxford University Press 2014).

E.. Morozov uses the expression ‘digital solutionism’ to name the idea that technological innovation
should solve every social problem. Evgeny Morozov, To Save Everything, Click Here: The Folly of
Technological Solutionism (Public Affairs 2013).

-
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2 Fundamental Rights and the Rule of Law in the Algorithmic Society 29

make little difference whether the increasing satisfaction of needs is accomplished
by an authoritarian or a non-authoritarian system."

If technology replaces all ‘socially necessary but painful performances” — work
included — personal freedom reaches its final fulfilment (that is, its very end). In
Marcuse’s eyes, this is how technological power will take over our freedom and
political system: not through a bloody ‘coup’ but by inducing people — practically
and happily - to give up all their responsibilities.

However, this dystopic perspective — a future of ‘digital slavery’, where men and
women will lose their liberty and quietly reject all democratic principles' — pro-
duces a reaction. It is not by chance that the European Commission’s strategically
endorsing the transformation of the EU into an Al-led economy, at the same time,
requires great attention to people’s trust and a high level of fundamental rights
protection.™

One of the most common areas where we experience the rise of these
concerns is public and private security.” For a large part of the 2010s onward,
technological innovations have focused on safety and control; the consequence
has been an alarming increase in public and private surveillance, coupled with
growing threats to political and civil liberties.'® In addition to this, the global
‘COVID-19” pandemic has doubtlessly boosted the already fast-growing ‘surveil-
lance capitalism’."”

While at the beginning of the twenty-first century, there was an increasing
awareness of the risks of the new pervasive surveillance technologies, today, hit by
the pandemic and searching for practical tools to enforce social distancing or
controlling policies, the general institutional and academic debate secems to be
less worried by liberty-killing effects and more allured by health-preserving results.™

Regardless, the most worrying challenges stem from the increasing power of
algorithms, created through Big Data analytics such as machine learning and used

Herbert Marcuse, One-Dimensional Man: Studies in the Ideology of Advanced Industrial Society, 2nd
ed. (Beacon Press 2019) 1.

Michael Veale and Lilian Edwards, ‘Clarity, Surprises, and Further Questions in the Article 29
Working Party Draft Guidance on Automated Decision-Making and Profiling’ (2018) 34 Computer
Law Security Review 398.

European Commission, ‘White Paper on Artificial Intelligence: A European Approach to Excellence
and Trust’ (COM (2020) 65 final, Bruxelles).

Inga Kroener and Daniel Neyland, ‘New Technologies, Security and Surveillance’ in Kirstie Ball,
Kevin Haggerty, and David Lyon (eds), Routledge Handbook of Surveillance Studies (Routledge
2012) 141.

Radha D’Souza, The Surveillance State: A Composition in Four Movements, (Pluto 2019);
Cathy O'Neil, Weapons of Math Destruction: How Big Data Increases Inequality and Threatens
Democracy (Broadway Books 2016).

"7 Shoshana Zuboff, The Age of Surveillance Capitalism: The Fight for a Human Future at the New
Frontier of Power (PublicAffairs 2019).

Natalie Ram and David Gray, ‘Mass Surveillance in the Age of COVID-19’ (2020) 7 Journal of Law
and the Biosciences 1.

16

Downloaded from https://www.cambridge.org/core. IP address: 93.34.132.157, on 12 Nov 2021 at 09:41:02, subject to the Cambridge Core terms
of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/831B39F76C7870B330052D852D598F98


https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/831B39F76C7870B330052D852D598F98
https://www.cambridge.org/core
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to automate decision-making processes."” Their explicability,” liability, and culpabil-
ity are still far from being clearly defined.” As a consequence, several scholars and
policymakers are arguing, on the one hand, to aggressively regulate tech firms™ (since
classic antitrust law is unfit for this purpose) or, on the other, to require procedural
safeguards, allowing people to challenge the decisions of algorithms which can have
significant consequences on their lives (such as credit score systems).**

2.2 THE IMPACT OF THE ALGORITHMIC SOCIETY
ON CONSTITUTIONAL LAW

As we know, at its very origin, constitutional theory wrestles with the problem of
power control.** Scholars commonly consider constitutional law that part of the
legal system whose function is to legally*> delimit power.** In the ‘modern sense’,*”
this discipline establishes rules or builds institutions capable of shielding personal

freedoms from external constraints.”® According to this idea, constitutionalism
19 In the broadest sense, algorithms are encoded procedures for solving a problem by transforming input data
into a desired output. As we know the excitement surrounding Big Data is largely attributable to machine
learning, Paul Dourish, ‘Algorithms and Their Others: Algorithmic Culture in Context’ (2016) 3 Big Data &
Society 1; Tarleton Gillespie, “The Relevance of Algorithms’ in Tarleton Gillespie, Pablo J. Boczkowski. and
Kirsten A. Foot (eds), Media Technologies: Essays on Communication, Materiality, and Society (MIT Press
2014); Viktor Mayer-Schoenberger and Kenneth Cukier, Big Data: A Revolution That Will Transform How
We Live, Work, and Think (Houghton Mifflin Harcourt 2013).

** This idea — sometimes abbreviated as XAl (explainable artificial intelligence) — means that machines
could give access to data about their own deliberative processes, simply by recording them and
making them available as data structures. See Wojciech Samek and Klaus-Robert Miiller, “Towards
Explainable Artificial Intelligence’ in Wojciech Samek et al. (eds), Explainable Al: Interpreting,
Explaining and Visualizing Deep Learning (Springer 2019); Tim Miller, ‘Explanation in Artificial
Intelligence: Insights from the Social Sciences’ (2019) 267 Artificial Intelligence 1 Brent Mittelstadt,
Chris Russell, and Sandra Wachter, Explaining Explanations in AI (ACM 2019).

* Frank Pasquale, The Black Box Society: The Secret Algorithms That Control Money and Information
(Harvard University Press 2015); Tal Z. Zarsky, ‘Understanding Discrimination in the Scored Society’
(2014) 89 Wash L Rev 1375.

See, for example, the ‘Proposal for a Regulation of the European Parliament and of the Council on
a Single Market for Digital Services (Digital Services Act)” and amending Directive 2000/31/EC,
COM (2020) 825 final, 15.12.2020, and the proposals for a Digital Services Act (DSA), COM/2020/842
final, 15.12.2020, and for an Artificial Intelligence Act, COM (2017) 85 final, 21.4.2021.

Danielle Keats Citron and Frank Pasquale, “The Scored Society: Due Process for Automated
Predictions’ (2014) 89 Wash L Rev 1.

Giovanni Sartori, ‘Constitutionalism: A Preliminary Discussion’ (1962) 56 American Political Science
Review 853.

*  Being that constitutional theory is part of the legal system, this feature distinctively differentiates
constitutional law from political philosophy or political sociology.

Giorgio Pino, Il costituzionalismo dei diritti struttura e limiti del costituzionalismo contemporaneo
(il Mulino 2017).

7 Benjamin Constant, ‘De la liberté des anciens comparée a celle des modernes’ in Collection compléte
des ouvrages: publiés sur le gouvernement représentatif et la constitution actuelle ou Cours de politique
constitutionelle (Plancher 1820).

Richard Bellamy, ‘Constitutionalism’ in Bertrand Badie, Dirk Berg-Schlosser, and Leonardo Morlino
(eds), International Encyclopedia of Political Science, vol. 2 (SAGE 20m1).
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2 Fundamental Rights and the Rule of Law in the Algorithmic Society 31

historically always ‘adapted’ itself to power’s features; that is to say, the protection of
freedoms in constitutions has been shaped following the evolving character of the
threats to those same freedoms.*

At the beginning of the modern era, the power to be feared was the king’s private
force.?” The idea of ‘sovereignty’, which appeared at the end of the Middle Ages, had
its roots in the physical and military strength of the very person of the ‘Sovereign’.*'
Sovereignty evoked an ‘external power grounded on the monopoly (actual or
potential) of the physical ‘force™® used against individuals or communities (e.g.,
‘military force” or the force of law’).3* Consequently, liberties were those dimensions
of human life not subjected to that power (e.g., habeas corpus). As the offspring of
the French and American Revolutions, the ‘rule of law” doctrine was the main legal
tool ‘invented” by constitutional theory to delimit the king’s power and protect
personal freedom and rights. To be ‘legitimate’, any power has to be subjected to
the rule of law.

The other decisive turning point in the history of constitutionalism was World
War Il and the end of twentieth-century European totalitarian regimes. It may sound
like a paradox, but those regimes showed that the ‘legislative state’, built on the
supremacy of law and therefore exercising a ‘legitimate power’, can become another
terrible threat to human freedom and dignity.

If the law itself has no limits, whenever it ‘gives’ a right, it can ‘withdraw’ it. This
practice is the inhuman history of some FEuropean twentieth-century states that
cancelled human dignity ‘through the law’.

With the end of World War I1, a demolition process of those regimes began, and
learning from the American constitutional experience, Europe transformed ‘flex-
ible’ constitutions — until then, mere ordinary laws — into ‘rigid’ constitutions,*”

36

which are effectively the ‘supreme law’ of the land.

29

Andrea Buratti, Western Constitutionalism: History, Institutions, Comparative Law (Springer-

Giappichelli 2019).

3% Martin Loughlin, Foundations of Public Law (Oxford University Press zo10).

Jean Bodin, On Sovereignty: Four Chapters from the Six Books of the Commonwealth (Cambridge

University Press 1992).

3 Carl Schmitt, Political Theology: Four Chapters on the Concept of Sovereignty (University of Chicago
Press 1985).

3 Absolutism was the crucible in which this modern concept of sovereignty was forged. As J. Bodin

expressed, ‘sovereignty’ is ‘the greatest power of command’ and is ‘not limited either in power, charge,

or time certain’. Jean Bodin, Les six livres de la république (Jacques du Puis 1576).

3 As Hart asserted: ‘In any society where there is law, there actually is a sovereign, characterized

affirmatively and negatively by reference to the habit of obedience: a person or body of persons

whose orders the great majority of the society habitually obey and who does not habitually obey any

other person or persons.” Herbert L. A. Hart, The Concept of Law, 1st ed. (Oxford University Press

1961).

Regarding this distinction, see James Bryce, ‘Flexible and Rigid Constitutions’ (1go1) 1 Studies in

History and Jurisprudence 145, 124.

In Marbury v. Madison, 5 U.S. (1 Cr.) 137, 173-180 (1803), Chief Justice Marshall gave the

Constitution precedence over laws and treaties, providing that only laws ‘which shall be made

in pursuance of the constitution’ shall be ‘the supreme law of the land’. For further information on
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In this new scenario, the power that instils fear is no longer the king’s private
prerogative; the new limitless force is the public power of state laws, and the
constitutional tool intended to effectively regulate that power is vested in the new
‘rigid’ constitution: a superior law, ‘stronger’ than ordinary statutes and thus truly
able to protect freedoms, at least apparently, even against legal acts.

With the turn of the twenty-first century, we witness the rise of a new kind of
power. The advent of new digital technologies, as discussed previously, provides an
unprecedented means of limiting and directing human freedom that has appeared
on the global stage; a way based on not an ‘external’ force (as in the two previous
constitutional scenarios, the private force of the king or the public “force of the law”)
but rather an ‘internal’ force, able to affect and eventually substitute our self-
determination ‘from inside’.?”

This technological power is at the origin of ‘platform capitalism’,>* which is a vast
economic transformation induced by the exponentially fast-growing markets of
Internet-related goods and services — for example, smart devices (Apple, Samsung,
Huawei, Xiaomi), web-search engines (Google), social media corporations
(Facebook, Instagram, Twitter), cloud service providers (Amazon, Microsoft,
Google), e-commerce companies (Amazon, Netflix), and social platforms (Zoom,
Cisco Webex).

Consider that today,? the combined value of the S&P 500’s five most prominent
companies*” now stands at more than $7 trillion, accounting for almost 25 per cent
of the market capitalization of the index, drawing a picture of what a recent doctrine
accurately defined as a ‘moligopoly”.#

this topic, see generally Bruce Ackerman, “The Rise of World Constitutionalism’ (1997) Virginia Law
Review 771; Alec Stone Sweet, Governing with Judges: Constitutional Politics in Europe (Oxford
University Press 2000); Ronald Dworkin, Freedom’s Law: The Moral Reading of the American
Constitution ~ (Oxford  University Press 1999); Michaela  Hailbronner, ‘Transformative
Constitutionalism: Not Only in the Global South’ (2017) 65 The American Journal of Comparative
Law 527; and Mark Tushnet, Advanced Introduction to Comparative Constitutional Law (Edward
Elgar 2018). For a specific insight into the Italian experience, see Vittoria Barsotti et al., Italian
Constitutional Justice in Global Context (Oxford University Press 2016), 263; Maurizio Fioravanti,
‘Constitutionalism’ in Damiano Canale, Paolo Grossi, and Basso Hofmann (eds), A Treatise of Legal
Philosophy and General Jurisprudence, vol. g (Springer 2009).

37 In the view of Bodei, from ‘algorithmic capitalism’ (which will use artificial intelligence and robotics

to increasingly link economics and politics to certain forms of knowledge) originates a new ‘occult’

power in which ‘the human logos will be more and more subject to an impersonal logos’. See

Remo Bodei, Dominio e sottomissione. Schiavi, animali, macchine, Intelligenza Artificiale (il

Mulino 2019).

Frank Pasquale, “I'wo Narratives of Platform Capitalism’ (2016) 35 Yale L & Pol’y Rev 309.

39 Lawrence Delevingne, ‘U.S. Big Tech Dominates Stock Market after Monster Rally, Leaving
Investors on Edge’, Reuters (28 August 2020) www.reuters.com/article/us-usa-markets-faangs-analysis-
idUSKBN2500FV.

4 Apple Inc, AAPL.O; Amazon.com Inc., AMZN.O; Microsoft Corp, MSF'T.O; Facebook Inc., FB.O;
and Google parent Alphabet Inc., GOOGL.O.

# Nicolas Petit, Big Tech and the Digital Economy: The Moligopoly Scenario (Oxford University Press
2020).
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These ‘moligopolists™* are not only creating communities and benefitting from
network effects generated by users’ transactions, but they also develop a de facto
political authority and influence once reserved for legal and political institutions.
More importantly, they are taking on configurations that are increasingly similar to
the state and other public authorities.** Their structure reflects a fundamental shift
in the political and legal systems of Western democracies — what has been called
a new type of ‘functional sovereignty’.** Elsewhere we used the term ‘cybernetic
power’,* which perhaps sounds like an old-fashioned expression. Still, it is more
accurate in its etymology (‘cyber’, from its original ancient Greek meaning,‘*() shares
the same linguistic root as ‘govern” and ‘governance’) to identify how automation
and IC'T have radically transformed our lives.

As algorithms begin to play a dominant role in the contemporary exercise of
power,*” it becomes increasingly important to examine the ‘phenomenology’ of this
new sovereign power and its unique challenges to constitutional freedoms.

2.3 THE ‘ALGORITHMIC STATE’ VERSUS FUNDAMENTAL RIGHTS:
SOME CRITICAL ISSUES

As already stated, the main force of algorithms is their practical convenience, so their
interference with our freedom is not perceived as an ‘external’ constraint or
a disturbing power. Instead, it is felt as evidence-based support for our decisions,
capturing our autonomy by lifting our deliberation burden.

Who would like to switch back to searching for information in volumes of an
encyclopaedia? Who would want to filter their email for spam manually anymore?
Who would like to use manual calculators instead of a spreadsheet when doing complex

# Ibid.

4 Airbnb, for example, has developed market power to shape urban planning in smaller cities in the

United States. Amazon has received offers from democratically elected mayors to assume political

power when the company moves its headquarters to these cities. More importantly, Facebook has

become one of the most important actors in political campaigns all over the world, not to mention the
famous and controversial case of Cambridge Analytica, when we experienced the disruptive force of
the social network for people’s lives in terms of political participation, data protection, and privacy.

See Emma Graham-Harrison and Carole Cadwalladr, ‘Data Firm Bragged of Role in Trump Victory’

The Guardian (21 March 2018) https://www.theguardian.com/uk-news/2018/mar/20/cambridge-

analytica-execs-boast-of-role-in-getting-trump-elected.

#  Frank Pasquale, ‘From Territorial to Functional Sovereignty: The Case of Amazon’ (accessed
6 December 2020) http:/Ipeblog.org/201712/06/from-territorial-to-functional-sovereignty-the-case-of-
amazon/; Denise Feldner, ‘Designing a Future Europe’ in Denise Feldner (ed), Redesigning
Organizations: Concepts for the Connected Society (Springer 2020).

#  Andrea Simoncini, ‘Sovranita e potere nell’era digitale” in Tommaso Edoardo Frosini et al. (eds),

Diritti e liberta in internet (Le Monnier Universita 2017) 19.

Wiener decided to call ‘the entire field of control and communication theory, whether in the

machine or in the animal, by the name Cybernetics, which we form from the Greek yvBeprimg or

steersman’. See Norbert Wiener, Cybernetics or Control and Communication in the Animal and the

Machine (2nd reissued edn, MIT Press 2019) 18.

# Ugo Pagallo, ‘Algo-Rhythms and the Beat of the Legal Drum’ (2018) 31 Philosophy & Technology s507.

Downloaded from https://www.cambridge.org/core. IP address: 93.34.132.157, on 12 Nov 2021 at 09:41:02, subject to the Cambridge Core terms
of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/831B39F76C7870B330052D852D598F98


https://www.theguardian.com/uk-news/2018/mar/20/cambridge-analytica-execs-boast-of-role-in-getting-trump-elected
https://www.theguardian.com/uk-news/2018/mar/20/cambridge-analytica-execs-boast-of-role-in-getting-trump-elected
http://lpeblog.org/2017/12/06/from-territorial-to-functional-sovereignty-the-case-of-amazon/
http://lpeblog.org/2017/12/06/from-territorial-to-functional-sovereignty-the-case-of-amazon/
https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/831B39F76C7870B330052D852D598F98
https://www.cambridge.org/core

34 Andrea Simoncini and Erik Longo

calculations? We are not just living in an increasingly automated world; we are increas-
ingly enjoying the many advantages that come with it. Public administrations are using
more and more algorithms to help public-sector functions, such as welfare, the labour
market, tax administration, justice, crime prevention, and more. The use of algorithms
in decision-making and adjudications promises more objectivity and fewer costs.

However, as we said, algorithms have a darker side, and the following chapters of this
section of the book illustrate some of the facets of the Algorithmic State phenomenology.

The fast-growing use of algorithms in the fields of justice, policing, public welfare,
and the like could end in biased and erroneous decisions, boosting inequality,
discrimination, unfair consequences, and undermining constitutional rights, such
as privacy, freedom of expression, and equali’ry.“8

And these uses raise considerable concerns not only for the specific policy area in
which they are operated but also for our society as a whole.*” There is an increasing
perception that humans do not have complete control over Algorithmic State
decision-making processes.”” Despite their predictive outperformance over ana-
logue tools, algorithmic decisions are difficult to understand and explain (the so-
called black box effect).” While producing highly effective practical outcomes,
algorithmic decisions could undermine procedural and substantive guarantees
related to democracy and the rule of law.

Issues related to the use of algorithms as part of the decision-making process are
numerous and complex, but at the same time, the debate is at an early stage.
However, efforts towards a deeper understanding of how algorithms work when
applied to legally tricky decisions will be addressed soon.

In this section, we will examine four profiles of the use of algorithmic decisions:
the relation between automation and due process, the so-called ‘emotional” Al, the
algorithmic bureaucracy, and predictive policing.

Due Process in the Age of Al

In Chapter 3, entitled ‘Inalienable Due Process in an Age of Al: Limiting the
Contractual Creep toward Automated Adjudication’, Frank Pasquale argues that

# Nicol Tumer Lee, ‘Detecting Racial Bias in Algorithms and Machine Learning’ (2018) 16 Journal of
Information, Communication and Ethics in Society 252; Jack M. Balkin, ‘Free Speech in the Algorithmic
Society: Big Data, Private Governance, and New School Speech Regulation’ (2017) 51 UCDL Rev 1149;
Ryan Calo, ‘Privacy, Vulnerability, and Affordance’” (2016) 66 DePaul L, Rev 591; Oreste Pollicino and
Laura Somaini, ‘Online Disinformation and Freedom of Expression in the Democratic Context’ in
Sandrine Boillet Baume, Véronique Martenet Vincent (eds), Misinformation in Referenda (Routledge
2021).

49 O'Neil, Weapons of Math Destruction.

>° ‘Robotics Ethics’ (SHS/YES/COMEST-10/17/2 REV, Paris); Jon Kleinberg et al., ‘Discrimination in
the Age of Algorithms’ (2018) 10 Journal of Legal Analysis 113; McKenzie Raub, ‘Bots, Bias and Big
Data: Artificial Intelligence, Algorithmic Bias and Disparate Impact Liability in Hiring Practices’
(2018) 71 Ark L Rev 529.

> Pasquale, The Black Box Society.

Downloaded from https://www.cambridge.org/core. IP address: 93.34.132.157, on 12 Nov 2021 at 09:41:02, subject to the Cambridge Core terms
of use, available at https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/831B39F76C7870B330052D852D598F98


https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/831B39F76C7870B330052D852D598F98
https://www.cambridge.org/core

2 Fundamental Rights and the Rule of Law in the Algorithmic Society 35

robust legal values must inspire the current efforts to ‘fast track’ cases by judges and
agencies, via statistical methods, machine learning, or artificial intelligence. First,
he identifies four core features to be included in due process rights when algorithmic
decisions are under consideration. They are related to the ‘ability to explain one’s
case’, the ‘necessity of a judgment by a human decision-maker’, an ‘explanation for
that judgment’, and an ‘ability to appeal’. As a second step, he argues that given that
legal automation threatens due process rights, we need proper countermeasures,
such as explainability and algorithmic accountability. Courts should not accept
legal automation because it could be a hazard for vulnerable and marginalized
persons, despite all good intentions. In the last part of his article, Pasquale traces
a way to stem the tide of automation in the field of justice and administration,
recalling the doctrine of Daniel Farber concerning ‘unconstitutional conditions’,
which sets principles and procedures to block governments from requiring waiver of
a constitutional right as a condition of receiving some governmental benefit.”

Far from a solution that brings us back to an ‘analogic’ world, we agree with Frank
Pasquale. In his article, he calls for a more robust and durable theory of constitu-
tionalism to pre-empt the problems that may arise from using automation. However,
this is not sufficient, since we need a parallel theory and practice of computer
science to consider ethical values and constitutional rights involved in the algorith-
mic reasoning and to empower officials with the ability to understand when and how
to develop and deploy the technology.”® Besides, it is necessary to maintain
a ‘human-centric’ process in judging for the sake of courts and citizens, who could
be destroyed, as Pasquale warns, by the temptation of the acceleration, abbreviation,
and automation of decisional processes.

Constitutional Challenges from ‘Emphatic’ Media

Chapter 4, by Peggy Valcke, Damian Clifford, and Vilte Kristina Steponeénaite,
focuses on ‘Constitutional Challenges in the Emotional Al Era’. The emergence of
‘emotional Al', meaning technologies capable of using computing and artificial
intelligence techniques to sense, learn about, and interact with human emotional
life (so-called ‘emphatic media’)>* raises concerns and challenges for constitutional
rights and values from the point of view of its use in the business to consumer
context.”

These technologies rely on various methods, including facial recognition, physio-
logical measuring, voice analysis, body movement monitoring, and eye-tracking.

Daniel A. Farber, ‘Another View of the Quagmire: Unconstitutional Conditions and Contract
Theory’ (2005) 33 Fla St UL Rev 913 914.

>3 Coglianese and Lehr, ‘Regulating by Robot'.

>+ Andrew McStay, Emotional Al: The Rise of Empathic Media (SAGE 2018).

> Vian Bakir and Andrew McStay, ‘Empathic Media, Emotional Al, and the Optimization of
Disinformation” in Megan Boler and Elizabeth Davis (eds), Affective Politics of Digital Media
(Routledge 2020) 263.
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The social media business gauges several of these techniques to quantify, track, and
manipulate emotions to increase their business profits.

In addition to technical issues about ‘accuracy’, these technologies pose several
concerns related to protecting consumers’ fundamental rights and the rights of many
other individuals, such as voters and ordinary people. As Peggy Valcke, Damian
Clifford, and Vilte Kristina Steponénaité claim, emotional Al generates a growing
pressure on the whole range of fundamental rights involved with the protection
against the misuse of Al, such as privacy, data protection, respect for private and
family life, non-discrimination, freedom of thought, conscience, and religion.

Although the authors argue for the necessity of constitutional protection against
the possible impacts of emotional Al on existing constitutional freedoms, they ask
themselves whether we need new rights in Europe in the light of growing practices of
manipulation by algorithms and emotional Al. By highlighting the legal and ethical
challenges of manipulating emotional Al tools, the three authors suggest a new
research agenda that harnesses the academic scholarship and literature on dignity,
individual autonomy, and self-determination to inquiring into the need for further
constitutional rights capable of preventing or deterring emotional manipulation.

Algorithmic Surveillance as a New Bureaucracy

Chapter 5 is entitled ‘Algorithmic Surveillance as a New Bureaucracy: Law
Production by Data or Data Production by Law?’, in which Mariavittoria
Catanzariti explores the vast topic of algorithmic administration. Her argument
deals with the legitimation of administrative power, questioning the rise of a ‘new
bureaucracy’ in Weberian terms. Like bureaucracy, algorithms have a rational
power requiring obedience and excluding non-predictable choices. Whereas
many aspects of public administration could undoubtedly benefit from applying
machine learning algorithms, their substitution for human decisions would ‘create
a serious threat to democratic governance, conjuring images of unaccountable,
computerized overlords’.>°

Catanzariti points out that with private sectors increasingly relying on machine
learning power, even administration and public authorities, in general, keep pace
and make use of the same rationale, giving birth to an automated form of techno-
logical rationality. The massive use of classification and measurement techniques
affect human activity, generating new forms of power that standardize behaviours for
inducing specific conduct. The social power of algorithms is currently visible in the
business of many governmental agencies in the United States.

While producing a faster administration, decision-making with algorithms is
likely to generate multiple disputes. The effects of algorithmic administration are
far from being compliant with the same rationality as law and administrative

50 Coglianese and Lehr, ‘Regulating by Robot’, 1152.
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procedures. Indeed, the use of algorithms determines results that are not totally
‘explainable’, a fact that is often accused of being ‘obscure, crazy, wrong, in short,
incomprehensible’.””

As Catanzariti explains, algorithms are not neutral, and technology is not
merely a ‘proxy’ for human decisions. Whenever an automated decision-making
technology is included in a deliberative or administrative procedure, it tends to
‘capture’ the process of deciding or make it extremely difficult to ignore it.
Consequently, the author argues that law production by data ‘is not compatible
with Weberian legal rationality’, or as we have claimed, automation, far from
appearing a mere ‘slave’, unveils its true nature of being the ‘master’ of
decision-making when employed, due to its ‘practical appeal’.58 Indeed, algo-
rithms put a subtle but potent spell on administrations: by using them, you can
save work, time, and above all, you are relieved of your burden of motivating.
Yet is this type of algorithmic administration really accountable? Coming back
to Frank Pasquale’s question, are ‘due process’ principles effectively applicable
to this kind of decision?

Predictive Policing

Finally, Chapters 6 and 7, ‘Human Rights and Algorithmic Impact Assessment
for Predictive Policing’ by Céline Castets-Renard and ‘Law Enforcement and
Data-Driven Predictions at the National and EU Level: A Challenge to the
Presumption of Innocence and Reasonable Suspicion?” by Francesca Galli,
touch upon the issue of law enforcement and technology.” The first addresses
the dilemma of human rights challenged by ‘predictive policing’ and the use of
new tools such as the ‘Algorithmic Impact Assessment’ to mitigate the risks of
such systems. The second explores the potential transformation of core prin-
ciples of criminal law and whether the techniques of a data-driven society may
hamper the substance of legal protection. Both the authors argue for the
necessity to protect fundamental rights against the possible increase of coercive
control of individuals and the development of a regulatory framework that adds
new layers of fundamental rights protection based on ethical principles and
other practical tools.

In some countries, police authorities have been granted sophisticated surveillance
technologies and much more intrusive investigative powers to reduce crime by

v
34

Andrea Simoncini, ‘Amministrazione digitale algoritmica. Il quadro costituzionale’ in Roberto
Cavallo Perin and Diana-Urania Galletta (eds), Il diritto dellamministrazione pubblica digitale
(Giappichelli 2020) 1.

Andrea Simoncini, ‘Profili costituzionali del’amministrazione algoritmica’ (2019) Riv trim dir pubbl
1149.

* Andrew Guthrie Ferguson, The Rise of Big Data: Surveillance, Race and the Future of Law
Enforcement (New York University Press 2017).
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mapping the likely locations of future unlawful conduct so that the deployment of
police resources can be more effective.

Here again, the problem regards the ability and sustainability of decisions by
intelligent machines and their consequences for the rights of individuals and
groups.” Machine learning and other algorithmic tools can now correlate multiple
variables in a data set and then predict behaviours. Such technologies open new
scenarios for information gathering, monitoring, surveilling, and profiling criminal
behaviour. The risk here is that predictive policing represents more than a simple
shift in tools and could result in less effective and maybe even discriminatory police
interventions.”

2.4 THE EFFECTS OF THE ‘ALGORITHMIC STATE  ON THE PRACTICE
OF LIBERTY

Trying to synthetize some of the most critical issues brought about by the advent of
what we call the Algorithmic State on the practice of constitutional liberties, there
appear to be two main sensitive areas: surveillance and freedom.

Surveillance

As we have already seen, the rise of the algorithmic state has produced the change
foreseen more than forty years ago by Herbert Marcuse. In general, technology is
improving people’s lives. However, we know that this improvement comes at
a ‘price’. We are increasingly dependent on big-tech-platform services, even if it is
clear that they make huge profits with our data. They promise to unchain humans
from needs and necessities, but they themselves are becoming indispensable.
Therefore, we are taking for granted that the cost of gaining such benefits —
security, efficiency, protection, rewards, and convenience — is to consent to our
personal data being recorded, stored, recovered, crossed, traded, and exchanged
through surveillance systems. Arguing that people usually have no reason to
question surveillance (the ‘nothing to hide’ misconception)® strengthens the

60 Lyria Bennett Moses and Janet Chan, ‘Algorithmic Prediction in Policing: Assumptions,

Evaluation, and Accountability’ (2018) 28 Policing and Society 806; Gavin J. D. Smith, Lyria

Bennett Moses, and Janet Chan, “The Challenges of Doing Criminology in the Big Data Era:

Towards a Digital and Data-Driven Approach’ (2017) 57 British Journal of Criminology 259; Wim

Hardyns and Anneleen Rummens, ‘Predictive Policing as a New Tool for Law Enforcement?

Recent Developments and Challenges’ (2018) 24 European Journal on Criminal Policy and

Research 201.

Karen Yeung, ‘Algorithmic Regulation: A Critical Interrogation’ (2018) 12 Regulation &

Governance 50s.

Albert Meijer and Martijn Wessels, ‘Predictive Policing: Review of Benefits and Drawbacks’ (2019) 42

International Journal of Public Administration 1031.

% Bruce Schneier, Data and Goliath: The Hidden Battles to Collect Your Data and Control Your World
(W. W. Norton & Company 2015).
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order built by the system, and people become ‘normalized’ (as Foucault would
have said).®

Because of this massive use of technology, we are now subject to a new form of
surveillance, which profoundly impacts individual freedom, as it is both intrusive
and invasive in private life.”> Both explicit and non-explicit forms of surveillance
extend to virtually all forms of human interaction.*®

As the EU Court of Justice pointed out, mass surveillance can be produced by
both governments and private companies. This is likely to create ‘in the minds of the
persons concerned the feeling that their private lives are the subject of constant
surveillance’.%7 In both cases, we have a kind of intrusive surveillance on people’s

lives, and this is evidence of individuals™ loss of control over their personal data.

Freedom

This process also affects the very idea of the causal link between individual or
collective actions and their consequences, therefore, the core notion of our freedom.
Replacing causation with correlation profoundly affects the fundamental distinction
embedded in our moral and legal theory between instruments and ends.® Today’s
cybernetic power is no longer just an instrument to achieve ends decided by human
agents. Machines make decisions autonomously on behalf of the person, thus
interfering with human freedom.

As it is very clearly described in the following chapters, human agents (individual
or collective) explicitly delegate the power to make decisions or express assessments
on their behalf to automated systems (judicial support systems, algorithmic admin-
istration, emotional assessments, policing decisions). But we must be aware of
another crucial dimension of that substitution.

There are two ways to capture human freedom: the first, as we saw in the
previously noted cases, occurs whenever we ask a technological system to decide
directly on our behalf (we reduce our self-determination to choose our proxy) and
the second is when we ask automated machinery to provide the information upon
which we take a course of action. Knowledge always shapes our freedom. One key

factor (although not the only one) influencing our decisions is the information

% David Lyon, Surveillance after September 11 (Polity 2003).

Surveillance consists of the ‘collection and processing of personal data, identifiable or not, for the

purpose of influencing or controlling those to whom they belong’. Surveillance is a necessary

correlative of a risk-based new idea of state power. See David Lyon, Surveillance Society:

Monitoring Everyday Life (Open University Press 2001).

7. Guelke et al., ‘SURVEILLE Deliverable 2.6: Matrix of Surveillance Technologies’ (2013) Seventh
Framework Programme Surveillance: Ethical Issues, Legal Limitations, and Efficiency, FP7-SEC
-2011-284725.

7 Joined cases C-293/12 and C-594/12, Digital Rights Ireland (C-293/12) and Seitlinger (C-594/12), EU:

C:2014:238, at 37.

Andrea Simoncini and Samir Suweis, ‘Il cambio di paradigma nell'intelligenza artificiale e il suo

impatto sul diritto costituzionale’ (2019) 8 Rivista di filosofia del diritto 87.
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background we have. Deciding to drive a specific route rather than another to reach
our destination is usually affected by information we have either on traffic or
roadworks; the choice to vote for one political candidate instead of another depends
on the information we get about his or her campaign or ideas. If we ask ourselves
which channel we will use today to get information about the world beyond our
direct experience, the answer will be more than 8o per cent from the Internet.®”

Automated technological systems increasingly provide knowledge.” Simultaneously,
‘individual and collective identities become conceivable as fluid, hybrid and constantly
evolving’ as the result of ‘continuous processes bringing together humans, objects, energy
flows, and technologies’.”" This substitution profoundly impacts the very idea of auton-
omy as it emerged in the last two centuries and basically alters the way people come to
make decisions, have beliefs, or take action.

In this way, two distinctive elements of our idea of freedoms’ violations seem to
change or disappear in the Algorithmic Society. In the first case — when we explicitly
ask technology to decide on our behalf — we cannot say that the restriction of our
freedom is unwanted or unvoluntary because we ourselves consented to it. We
expressly ask those technologies to decide, assuming they are ‘evidence-based’,
more effective, more neutral, science-oriented, and so forth. Therefore, we cannot
say that our freedom has been violated against our will or self-determination, given
that we expressly asked those systems to make our decisions.

On the other hand, when our decisions are taken on the informative basis provided by
technology, we can no longer say that such threats to our liberty are ‘external’; as a matter
of fact, when we trust information taken from the Internet (from web search engines, like
Google, or from social media, like Facebook or Twitter), there is no apparent coercion,
no violence. That information is simply welcomed as a sound and valid basis for our
deliberations. Yet there is a critical point here. We trust web-sourced information
provided by platforms, assuming they are scientifically accurate or at least trustworthy.
However, this trust has nothing to do with science or education. Platforms simply use
powerful algorithms that learn behavioural patterns from previous preferences to
reinforce individuals or groups in filtering overwhelming alternatives in our daily life.
The accuracy of these algorithms in predicting and giving us helpful information with
their results only occurs because they confirm — feeding a ‘confirmation bias” — our
beliefs or, worst, our ideological positions (‘bubble effect’).”?

% According to Statista in 2019, around the 50 per cent of the Italian population accesses information

from the Internet.

7% Brent Daniel Mittelstadt et al., “The Ethics of Algorithms: Mapping the Debate’ (2016) 3 Big Data &
Society 1.

7 IIolge? Pétzsch, ‘Archives and Identity in the Context of Social Media and Algorithmic Analytics:

Towards an Understanding of iArchive and Predictive Retention’ (2018) 20 New Media & Society 3304.

7 Andreas Kappes et al., ‘Confirmation Bias in the Utilization of Others’ Opinion Strength’ (2020) 23

Nature Neuroscience 130.
73 Users tend to aggregate in communities of interest causing reinforcements and support of conform-
ation bias, segregation, and polarization. Erik Longo, ‘Dai big data alle “bolle filtro”: nuovi rischi per

i sistemi democratici’ (2019) XII Percorsi costituzionali 29.
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There is something deeply philosophically and legally problematic about restrict-
ing people’s freedom based on predictions about their conduct. For example, as an
essential requirement for a just society, liberal and communitarian doctrines share
not only the absence of coercion but also independence and capacity when acting;
from this point of view, new algorithmic decision-making affects the very basis of
both liberal and communitarian theories. As Lawrence Lessig wrote, we have
experienced, through cyberspace, a ‘displacement of a certain architecture of con-
trol and the substitution with an apparent freedom.””*

Towards the Algorithmic State Constitution: A ‘hybrid’ Constitutionalism

Surveillance capitalism and the new algorithmic threats to liberty share a common
feature: when a new technology has already appeared, it is often too late for the legal
system to intervene. The gradual anticipation in the field of privacy rights, from
subsequent to preventive (from protection by regulation, to protection ‘by design’
and finally ‘by default’), exactly traces this sort of ‘backwards’ trajectory. This is the
main feature of the Algorithmic State constitutionalism.

It is necessary to incorporate the values of constitutional rights within the ‘design
stage” of the machines; for this, we need what we would define as a ‘hybrid’
constitutional law — that is, a constitutional law that still aims to protect fundamental
human rights and at the same time knows how to express this goal in the language of
technology.” Here the space for effective dialogue is still abundantly unexplored,
and consequently, the rate of ‘hybridization’ is still extraordinarily low.

We argue that after the season of protection by design and by default, a new season
ought to be opened — that of protection ‘by education’, in the sense that it is necessary
to act when scientists and technologists are still studying and training, to communi-
cate the fundamental reasons for general principles such as personal data protection,
human dignity, and freedom protection, but also for more specific values as the
explainability of decision-making algorithms or the ‘human in the loop’ principle.

Technology is increasingly integrated with the life of the person, and this integra-
tion cannot realistically be stopped, nor it would be desirable, given the huge
importance for human progress that some new technologies have had.

The only possible way, therefore, is to ensure that the value (i.e., the meaning) of
protecting the dignity of the person and his or her freedom becomes an integral part
of the training of those who will then become technicians. Hence the decisive role of
school, university, and other training agencies, professional or academic associ-
ations, as well as the role of soft law.

7+ Lawrence Lessig, Code. Version 2.0 (Basic Books 2000) 2.
75 This is the reason we use the ‘hybrid” image, coming from the world of the automotive industry:
a ‘hybrid’ vehicle means it uses both classical combustion engines and electric power.
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Inalienable Due Process in an Age of Al: Limiting
the Contractual Creep toward Automated Adjudication

Frank Pasquale

3.1 INTRODUCTION

Automation is influencing ever more fields of law. The dream of disruption has
permeated the US and British legal academies and is making inroads in Australia
and Canada, as well as in civil law jurisdictions. The ideal here is law as a product,
simultaneously mass producible and customizable, accessible to all and personal-
ized, openly deprofessionalized." This is the language of idealism, so common in
discussions of legal technology — the Dr. Jekyll of legal automation.

But the shadow side of legal tech also lurks behind many initiatives. Legal
disruption’s Mr. Hyde advances the cold economic imperative to shrink the state
and its aid to the vulnerable. In Australia, the Robodebt system of automated benefit
overpayment adjudication clawed back funds from beneficiaries on the basis of
flawed data, false factual assumptions, and misguided assumptions about the law. In
Michigan, in the United States, a similar program (aptly named “MIDAS,” for
Michigan Integrated Data Automated System) “charged more than 40,000 people,
billing them about five times the original benefits” — and it was later discovered that
93 percent of the charges were erroneous.” Meanwhile, global corporations are
finding the automation of dispute settlement a convenient way to cut labor costs.
This strategy is particularly tempting on platforms, which may facilitate millions of
transactions each day.

When long-standing appeals to austerity and business necessity are behind “access
to justice” initiatives to promote online dispute resolution, some skepticism is in
order. At the limit, jurisdictions may be able to sell off their downtown real estate,
setting up trusts to support a rump judicial system.? To be sure, even online courts

Frank Pasquale, “A Rule of Persons, Not Machines: The Limits of Legal Automation” (2019) 87 Geo
Wash LR 1, 28—29.

Stephanie Wykstra, “Government’s Use of Algorithm Serves Up False Fraud Charges” Undark (2020)
https:/fundark.org/2020/06/01/michigan-unemployment-fraud-algorithm.

Owen Bowcott, “Court Closures: Sale of 126 Premises Raised Just £34m, Figures Show” The Guardian
(London, Mar 8 2018) www.theguardian.com/law/2018/mar/o8/court-closures-people-facing-days-
travel-to-attend-hearings.
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3 Inalienable Due Process in an Age of Al 43

require some staffing. But perhaps an avant-garde of legal cost cutters will find some
inspiration from US corporations, which routinely decide buyer versus seller dis-
putes in entirely opaque fashion.* In China, a large platform has charged “citizen
juries” (who do not even earn money for their labor but, rather, reputation points) to
decide such disputes. Build up a large enough catalog of such encounters, and
a machine learning system may even be entrusted with deciding disputes based on
past markers of success.” A complainant may lose credibility points for nervous
behavior, for example, or gain points on the basis of long-standing status as someone
who buys a great deal of merchandise or pays a taxes in a timely manner.

As these informal mechanisms become more common, they will test the limits
of due process law. As anyone familiar with the diversity of administrative
processes will realize, there is an enormous variation at present in how much
opportunity a person is entitled to state their case, to demand a written explan-
ation for a final (or intermediate) result, and to appeal. A black lung benefits case
differs from a traffic violation, which in term differs from an immigration case.
Courts permit agencies a fair amount of flexibility to structure their own affairs.
Agencies will, in all likelihood, continue to pursue an agenda of what Julie
Cohen has called “neoliberal managerialism” as they reorder their processes of
investigation, case development, and decision-making.(’ That will, in turn, bring
in more automated and “streamlined” processes, which courts will be called upon
to accommodate.

While judicial accommodations of new agency forms are common, they are not
automatic. At some point, agencies will adopt automated processes that courts can
only recognize as simulacra of justice. Think, for instance, of an anti-trespassing
robot equipped with facial recognition, which could instantly identify and “adjudi-
cate” a person overstepping a boundary and text that person a notice of a fine. Or
a rail ticket monitoring system that would instantly convert notice of a judgment
against a person into a yearlong ban on the person buying train tickets. Other
examples might be less dramatic but also worrisome. For example, consider the
possibility of “mass claims rejection” for private health care providers seeking
government payment for services rendered to persons with government-sponsored
health insurance. Such claims processing programs may simply compare a set of
claims to a corpus of past denied claims, sort new claimants’ documents into
categories, and then reject them without human review.

In past work, I have explained why legislators and courts should reject most of
these systems, and should always be wary of claims that justice can be automated.”

+ Rory van Loo, “Corporation as Courthouse” (2016) 33 Yale | on Reg 547.

> Frank Pasquale and Glyn Cashwell, “Prediction, Persuasion, and the Jurisprudence of Behaviorism”
(2018) 68 U Toronto L] 63.

Julie Cohen, Between Truth and Power (Oxford University Press 2019).

Jathan Sadowski and Frank Pasquale, “The Spectrum of Control: A Social Theory of the Smart City”
(2015)  20(7) First Monday https://firstmonday.org/ojs/index.php/fm/article/view/5903/4660;
Pasquale (1 1).
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44 Frank Pasquale

And some initial jurisprudential stirrings are confirming that normative recommen-
dation. For example, there has been a backlash against red-light cameras, which
automatically cite drivers for failing to obey traffic laws. And even some of those who
have developed natural language processing for legal settings have cautioned that
they are not to be used in anything like a trial setting. These concessions are
encouraging.

And yet there is another danger lurking on the horizon. Imagine a disability
payment scheme that offered something like the following “contractual addendum”
to beneficiaries immediately before they began receiving benefits:

The state has a duty to husband resources and to avoid inappropriate payments. By
signing below, you agree to the following exchange. You will receive $20 per month
extra in benefits, in addition to what you are statutorily eligible for. In exchange, you
agree to permit the state (and any contractor it may choose to employ) to review all
your social media accounts, in order to detect behavior indicating you are fit for
work. If you are determined to be fit for work, your benefit